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Abstract 
    This work describes the design and implementation of 

a DICOM server that manages medical image studies for 

their further processing. It is based on connectivity 

specifications of a massive clinic standard, and has the 

capacity to manage studies and to run different 

processing algorithms, according to a decision making 

system by means of databases. The design provides great 

flexibility in terms of configuration and operations 

assignment, and permits compatibility with DICOM 

images transmission systems. The goal of the 

development is to apply automatic algorithms of clinical 

image processing carried out by research groups. By 

means of this system, it is possible to validate clinically 

new algorithms and employ them for the diagnosis and 

patient monitoring. 

1. Introduction  
   The present work is framed within the Medical Image 

Management and Processing area and aims at managing 

multi-modal studies for image processing.  

    Generally, algorithms developed by research groups 

present inconvenients that make their validation and 

clinical implementation difficult. On the one hand, a 

highly trained medical and technical staff are required, 

who usually work in very demanding environments that 

make the use of the developed tools impossible. On the 

other hand, clinic validation of the algorithms requires a 

sufficient number of studies to achieve strong results. 

This task is generally performed by selecting studies and 

processing them manually.  
    In the above mentioned circumstances, clinic 

implementation of specific algorithms for different 

pathologies or modalities becomes impracticable. In 

order to overcome these difficulties, the design and 

development of a system that tries to associate 

processing algorithms research with their clinic 

implementation are presented in this work, implementing 

the DICOM standard [1] for the reception, treatment, and 

sending of such images. 

2. Design 
    This system was designed for image processing 

management allowing the user to send studies for their 

processing and to receive the results.  

    The server, developed as a DICOM communication 

module, is configured to analyze each received study in 

order to determine if a set of predefined conditions are 

fulfilled. If this occurs, the corresponding processing 

algorithms of the corresponding studies are executed.  
    The studies can be received directly from a modality 

or a visualization workstation. The aim is to delegate to 

the server all complex processing calculations. It allows 

to speed up diagnosis and to provide new functions that 

visualization softwares do not generally have.  This 

function solves problems associated with the minimum 

requirements needed for certain operations. 
    The system configuration and the state information are 

stored in data tables. The following three tables are used 

for the configuration: “Operation”, “Condition” and 

“Application Entity”. Each line of “Operation” defines a 

processing type that the server offers clients through 

different ports. “Condition” contains the list of condition 

for each operation. “Application Entity” stores the 

information of the destination entity for the results of the 

different operations. 

    The other function of the data system is the recording 

of the new incoming studies and the storing of 

information for their later monitoring. This information 

is also used as a decision making tool due to, the data of 

stored studies allows to define if the needed conditions 

for the beginning of a process associated to an operation 

have been fulfilled. 

 

Figure 1 – System Overview 
    Another aspect to be considered in the design is that 

the management system must be capable of attending 

several clients simultaneously. The attention of different 
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clients are independent processes. In informatics this is 

implemented by using execution threads. Each reception 

or sending task is implemented in an independent thread, 

allowing the system to deal with a request and to 

immediately wait for others. Figure 1 shows the general 

structure of the system. 

3. Materials and methodology 
    The methodology employed comprises the following 

stages: Planning and requirement specification, Analysis, 

Design, Development, and Experimentation. Unified 

Modeling Language (UML) diagrams, widely spread, 

were used for the modeling process. 
    For the development of the system, GPL software 

tools were used exclusively. The Code::Blocks  

application, version 8.02, was chosen as the primary tool 

for the development of the server,  associated with the 

MinGW compiler version 3.4.5. The database engine 

chosen is MySQL® version 5.0. 
    The CTN library (Central Test Node) [2] in its version 

3.0.4 was used for the management of DICOM data and 

for the setting of associations. 

   The software was programed in C in order to have 

compatibility with CTN libraries. The query system to 

the database is carried out by using the API of MySQL 

included in the software itself.  
    The processing routines were provided by the people 

in charge of the project titled “Multimodal Medical 

Image Fusion and Analysis Applied to Diagnosis and 

Radiotherapy”, carried out in conjunction with the 

Medical Technology Cabinet (Gabinete de Tecnología 

Médica – GATEME) from the School of Engineering of 

the National University of San Juan, Argentina, and the 

Foundation School of Nuclear Medicine (Fundación 

Escuela de Medicina Nuclear – FUESMEN) in 

Mendoza, Argentina. In that project, algorithms of high 

computational cost have been developed to achieve a 

good quality fusion among intra and inter modality 

images. These algorithms operate over PROCIMA 

libraries [3], developed by GATEME. 

4. Results 
    The system has been tested at laboratory level at 

GATEME, and partially in the clinical environment at 

FUESMEN. During tests carried out at GATEME to 

verify the connectivity and the sending of studies, CTN 

[4] test applications and the eFilm Workstation 

visualization application, test version 2.1.4, were 

previously configured for the connection. 

    Different “Case Studies" based on the characteristics 

of the imaging processing algorithms developed were 

performed for the experimentation, namely: 

• Intermodality/intrapatient registration for radiotherapy. 

• Intramodality/intrapatient registration for treatment 

monitoring. 

• Processing of single studies for diagnosis.  
• Others. 

    The results obtained in the tests were satisfactory in 

general achieving the management of the study storing 

and the correct performance of the different treatment 

algorithms. At FUESMEN, tests for the reception and 

sending of studies of different modalities have been 

carried out, and the first algorithm for its clinic 

validation is been implemented. 

5. Conclusions 
    This work has allowed the development of a 

Processing Server in accordance with DICOM standard. 

In this way, it is possible to integrate new processing 

algorithms to clinical environments. The application 

allows an automatic management of studies. The design 

presented in this work offers a system capable of making 

decisions based on a data set included in a DICOM 

object. The decision made determines which operation 

must be executed, which studies take part, and to whom 

the results must be sent.  
    The system can receive several studies, execute 

algorithms, or send results simultaneously using different 

processing threads. Operations, ports, conditions, etc., 

can be quickly modified by means of a SQL database.  

For the design and the development of the server, 

GPL software tools have exclusively been used. This 

permits to improve and expand the research tasks 

performed in the region. 
A weakness of the system is the necessity of 

employing automatic algorithms that require no user 

intervention. Even though there is a tendency to this kind 

of techniques, there is no possibility to interact with the 

user during processing tasks. 
Regarding the implementation of the system in a 

clinical environment, it is necessary to execute it for a 

prolonged time in order to evaluate the system and 

algorithms. 
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Abstract

Watershed from markers and hierarchical watershed are
approaches suitable for interactive image segmentation: in
the former, the user can edit markers to control the seg-
mentation result; in the latter, the user can select an image
partition from a nested set of partitions. We propose an
interactive image segmentation tool that allows transition
from one approach to other and thus the combination of the
strengths of both.

1 Introduction

The watershed from markers and the hierarchical water-
shed are approaches derived from the watershed transform
[2]. In spite of being approaches suitable for interaction,
they both have shortcomings: when using markers, a con-
siderable interaction effort is demanded if there are a lot of
regions to be marked; when using the hierarchy, borders are
necessarily a subset of the borders of the primitive regions
and there are partitions that can not be obtained due to the
way the hierarchy is built.

Previous works that use both approaches together [4, 6,
8] consider the region adjacency graph (RAG) of an initial
fine partition as the underlying structure. Markers drawn on
the image are mapped to the RAG vertices and operations
are performed on the RAG, determining a partition with re-
gion level precision (i.e., all regions are unions of primitive
regions). In these works, the computation of markers corre-
sponding to a given partition is not considered.

If one desires to place contours beyond those at the bor-
der of the primitive regions, it is important that the water-
shed from markers operates at a pixel level precision. More-
over, computing the markers corresponding to a given parti-
tion may be useful, for instance, to segment a sequence with
similar frames in videos.

Therefore, a desirable characteristic in a segmentation
tool is the ability to work with hierarchies (region level

precision) and with markers at a pixel level precision. In
the next section we extend our previous work [5], briefly
discussing how to map a partition of a hierarchy to a set
of markers that recover the same partition and, conversely,
how to map a partition corresponding to a set of markers
to a hierarchy of partitions. Then, we describe the inter-
action possibilities that have been implemented in an inter-
active image segmentation tool. The tool, written in Java,
implements the watershed algorithm by the image foresting
transform [3]. In Section 3 we present the conclusions.

2 Switching back and forth between the wa-
tershed approaches

The transition from the hierarchical to the markers ap-
proach is addressed through the minimal seed set problem,
which consists in finding a minimal set of markers that can
be used to obtain a partition P by the watershed [1]. If
the markers are computed in the RAG and watershed from
markers is applied on the pixels graph, the resulting parti-
tion P ′ may differ from P . However, the set of markers
computed in the RAG tend to be compact and located more
at the center of each region, whereas those computed on the
pixels tend to be located at the borders of the regions. We
have a proof that P is also an optimal partition, equivalent
in cost to P ′. For user edition, markers computed in the
RAG are more appropriate.

In the inverse transition, as the primitive regions are
atomic units in the hierarchy, if a partition P contains bor-
ders that crosses some of them, then P can not be repre-
sented in the hierarchy. In this case, a possible approach is
to set the same label for all the pixels within each region,
for example, the most frequent label among them. Further-
more, it is also necessary that each set of primitive regions
with same label (that actually make up a region) is a con-
nected set considering the edges of the spanning tree of the
RAG from which the hierarchy is constructed.

Details of these transitions will be included in an ex-
tended version of this work. Next, we describe the imple-
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mented interaction possibilities that explore the strengths of
both approaches.

(a) (b) (c) (d)

Figure 1. Segmenting using hierarchy and
markers: (a) Original image. (b) Partition
selected on the hierarchy. (c) Partition af-
ter welding regions. (d) Partition with refine-
ments at pixel level precision.

Construction of hierarchies of partitions: by uniform and
synchronous floodings, as described in [7], ranking regions
by their contrast and/or size. To navigate through the hier-
archy, the tool provides a slider control to select a threshold
value for the weight of the edges to be suppressed in the
RAG. It is also possible to apply local operations (merge
and refine) as described in [9].
Merging of adjacent regions with a welding brush: more
flexible than the local merge operation over the hierarchy,
it can weld regions using edges that are not in a minimum
spanning tree of the RAG. This operation was used to ob-
tain the partition of Fig. 1(c), as it cannot be found on the
original hierarchies.
Automatic generation of markers: to refine the partition
at a pixel level precision, for example, to separate the cells
as in Fig. 1(d).
Use of the hierarchy in a selected region: This enables the
user to refine (re-segment) a region. For instance, to obtain
the primitive regions of the land on a satellite image, one
could first design markers by hand in order to separate land
from water, then, applying the hierarchy in the land region,
select the finest partition, as in Fig. 2.

3 Conclusions

We presented an approach that enables the use of the hi-
erarchical watershed and the watershed from markers inter-
changeably. Having this possibility in hand, one can take
advantage of the best features of each approach, obtaining
the desired results with less interaction effort than when us-
ing only one of the approaches. The approach has been im-
plemented in an interactive segmentation tool, which will
be made publicly available.

Acknowledgements: This work is supported by CNPq.

(a) Original image
with markers

(b) Intermediary
step

(c) Desired
partition

Figure 2. Using hierarchy restricted to a re-
gion: (a) Original image. (b) Partition sepa-
rating land from water. (c) Primitive regions
of the land region.
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Abstract

This  work  presents,  Marvin,  tool  for  image  
processing  algorithm  development.  This  tool  is  
composed by a framework and an image manipulation  
program that supports extensibility through plug-ins.  
The framework, used to develop the plug-ins, provides  
features  for  image  manipulation,  algorithm analysis  
and integration with the base application.  Marvin is  
suitable for image processing algorithm development  
and prototyping and for education purpose. 

1. Introduction

Image  processing  is  increasingly  used  for  many 
purposes  and  usually  involves  the  development  of 
algorithms  to  filter  and  extract  information  from 
images.  Nowadays,  many  tools  for  image 
manipulation  are  available  and  they  allow users  to 
manipulate images and develop their  own algorithms 
for  image  processing,  such  as  GIMP  [4]  and 
Photoshop [5]. 

Marvin,  as  an  alternative  tool  for  image 
manipulation  and  image  processing  algorithm 
development,  has  an  important  differential  from the 
majority  of  these  kinds  of  tools,  focused  on  image 
manipulation.  Marvin  is also an  image manipulation 
program,  but  it  is  focused  on  the  development  of 
image  processing  algorithms.  For  this  purpose, 
Marvin provides an easy-to-use white-box framework, 
that requires the knowledge of the framework internal 
structure  from  the  plug-in  developers  [1].  The 
framework  provides  features  to  facilitate  the 
development of image processing algorithms, and it is 
open source and multi-platform, considering that it is 
developed in Java. 

2. Plug-ins

Every  Marvin  feature  to  manipulate  images  is 
externally  implemented  through  plug-ins.  The 
framework defines the interfaces and provides features 
to  manipulate  the  images.  A  Marvin  plug-in  must 
implement  the  interface  MarvinPluginImage  that 
specifies  which  methods  must  be  implemented  to 
manipulate  an  image.  Once  Marvin  plug-ins  were 
implemented  in  Java,  after  the  plug-in  compilation, 
the class file must be copied to the plug-ins folder that 
is inside the Marvin folder. Every plug-ins located in 
that  folder will be automatically loaded into  Marvin 
image manipulation program in the next execution.

In  many cases,  it  is  interesting  to  use  a  plug-in 
inside another and the Marvin framework allows plug-
ins integration. The plug-in that  implements an edge 
detection algorithm,  for example,  uses the gray scale 
plug-in in the beginning of the process.

3. Performance Meter

Many image processing algorithms can be divided 
in few processes.  An algorithm, for example, may be 
divided  in  three  processes  to  find  and  segment  the 
interest points of an image: representing the image in 
gray scale, finding the interest points and segmenting 
the  image[2].  Each  process  has  a  different 
computational cost and the performance meter allows 
developers to analyses the performance of the  entire 
algorithm  and  their  processes  individually, 
considering  the  number  of  steps  and  the  execution 
spent time. Thus, it is possible a better understanding 
of  the  algorithm  performance  and  facilitates 
optimizations,  since  is  visible  what  algorithm 
processes  are  costly  and  most  interesting  to  be 
optimized.  Another  performance meter  application is 
to determine  the  complexity of an  algorithm,  Big-O 
notation, analysing the  number of steps executed for 
different image resolution.
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4. Plug-in history

In some cases to achieve some result in an image, it 
is necessary to use a few processes. In the beginning of 
an  image  processing  method,  compensations  can  be 
done, such as noise and blur  reduction[3].  Preparing 
an image for pattern recognition, for example, in some 
applications it is interesting to remove noise, increase 
contrast  and  emphasize  edges.  For  these  cases  that 
multiple processes are used, Marvin History stores all 
plug-ins and their configurations applied to an image. 
The  history  can  be  exported  as  an  image  strip 
containing  the configuration  and  resulting  images of 
each used plug-in. This feature allows future analyses 
of  used  processes  and  facilitates  a  continuous 
development of image processing processes.

5. Integrated Graphical User Interface

The plug-ins can have user specified attributes that 
determines  how  it  will  work  and  the  Marvin 
framework  provides  features  to  integrate  a  GUI 
(Graphical User Interface) with these attributes. Thus, 
the  plug-in  developer  sets  the  relation  between  the 
plug-in attributes and the interface components, added 
to the plug-in window. When the component value is 
changed,  the  associated  attribute  value  is  changed 
automatically.  The  developer  does  not  worry  about 
handling component events.

The  Figure  1  shows a  plug-in  interface  using  a 
integrated GUI with a plug-in window, a filters history 
and  the  performance  meter  displaying  the  result  of 
Interest Point plug-in. 

 Figure 1. Marvin image manipulation program 
interface.

6. Current plug-ins

Currently,  there  are  plug-ins  developed  for  the 
Marvin  application  that  provide  the  following 
features:  image  segmentation  considering  interest 
points,  edge  detection,  image  halftoning,  Gaussian 
blur,  image  difference,  image  blending, 
steganography,  color  intensity  histogram,  brightness 
and  contrast  manipulation,  sepia,  mosaic,  flipping, 
cropping,  gray scale and  negative colors conversion. 
Some of these plug-ins are contributions of third-party 
developers.

7. Conclusions and Future Work

Marvin is a tool composed by a framework and an 
image manipulation program. Features, such as image 
manipulation  methods,  integrated  graphics  user 
interface,  filter  history,  plug-in  integration  and 
performance meter  allow analysis,  study, prototyping 
and development of image processing algorithms.

Marvin is developed in Java and it is open source. 
Every  feature  for  image  processing  are  developed 
externally through plug-ins, also in Java, by the open 
source  community  and  are  available  at 
http://marvin.incubadora.fapesp.br/.

For the next version, new statistical charts support, 
new interface components and multi-image processing 
for motion analysis are expected.
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Abstract

Anisotropic diffusion filtering is a well-established tech-
nique for image enhancement that smooths images without
destroying edge information. However, when many filtering
iterations are applied, edges gradually fade away and are
ultimately smoothed by the process. We propose the adop-
tion of a color gradient map to guide the smoothing so that
clearly-defined edges are preserved even after many iter-
ations. Preliminary experiments show good results when
compared with the regular anisotropic diffusion filter.

1. Introduction

The anisotropic diffusion filter [2, 3] is a powerful image
processing technique for noise removal. The filter works by
performing smoothing on the image but at the same time
preserving the boundaries between different regions. The
process is controlled by a diffusion matrix that measures
the color variation on the neighborhood of a hot spot.

When the filter is applied over many iterations, the dif-
fusion matrix slowly becomes adapted to the new local col-
ors. When the original image contains tenuous edges, the
smoothing process will gradually erase all edge informa-
tion as iterations are sequentially applied. In this work,
we propose an improvement to the anisotropic diffusion fil-
ter that introduces a color gradient map, which behaves as
static boundary evidence, enhancing the response of the fil-
ter when applied several times to an image containing tenu-
ous edges.

2. Orienting the Anisotropic Diffusion Filter

The anisotropic diffusion filter used in this paper has
been extensively discussed [2], and can be regarded as a
convolution technique with an adaptive matrix-valued ker-

nel that performs a special smoothing on images: It inhibits
the smoothing on edge pixels and stimulates it on inter-
nal regions. The basic diffusion equation [1] for an im-
age I(x, y) with M channels and a signal initialized with
u(x, y, 0) = I(x, y) is

∂tui = div

D  M∑
k=1

∇uk∇uT
k

∇ui

 , (1)

where D is a matrix-valued function, and i = 1, . . . ,M are
the individual channels.

As the process of diffusion is carried on through several
iterations, the edges of the original image gradually fade
away, because the function D takes into account only the
results from the previous iteration. After a certain amount
of iterations, even edges that were initially well defined may

Figure 1. Overview of traditional and gradi-
ent map-oriented filtering. a) is the original
image; b) is the traditional filtering; c) is the
gradient map generated from a); and d) is the
filtering oriented by the gradient map.
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Figure 2. On the left, original images; on the right, images filtered with the approach we propose.

become blurred. In order to keep well-defined edges present
in the original image, we propose the introduction of a static
factor Gi in Equation 2 that depends on the original image
only, thus avoiding the effects introduced by the repeated
application of the diffusion filter. This static factor is calcu-
lated from a color gradient map produced from the original
image and remains constant throughout all iterations. An
overview of this process is shown in Figure 1, where both
versions of the filter are applied over 300 iterations.

In order to accommodate Gi, Equation 2 can be rewritten
as

∂tui = div

D Gi

M∑
k=1

∇uk∇uT
k

∇ui

 . (2)

The gradient map G is calculated by a convolution operation
using the following masks:

Ix =
1
4

 −b 0 b
−a 0 a
−b 0 b

 and Iy =
1
4

 −b −a −b
0 0 0
b a b

 ,
where a = 2(

√
2− 1) and b = (2−

√
2). The modulus of the

vector (Ix, Iy) is then used as an estimation of the gradient
for each channel.

Figure 2 shows an example of the color gradient map-
oriented filter. While the internal regions were greatly
smoothed, the distinction between them remains clear.

3. Conclusion and Discussions

The anisotropic diffusion filter is a powerful tool that en-
hances an image by smoothing regions while adopting a so-
phisticated border-preserving scheme. We have shown how
this filter can be further improved by using a color gradient
map that remains unchanged over iterations. This way, we
ensure the preservation of edges that were well defined in
the original image.
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Abstract

The OCR4JkanjiCards system is presented in this  
work,  as  a  proposal  for  taking  photos  of  Japanese 
characters  using  a  smartphone  and  have  them 
automatically  recognized  within  a  digital  Japanese  
dictionary.  Image  processing  techniques  and  neural  
network  strategies  are  necessary,  as  well  as  the  
exploration of several programming tools.

1. Introduction
The  increase  in  processing  power  and  memory 

available  on  mobile  devices  like  cell  phones,  smart-
phones  or  handheld,  allow  user  to  have  pocket 
dictionaries providing fast access to information. 

The goal of this work is to explore a set of tools that 
allows joining several features in a unique system. Our 
OCR4JkanjiCards  system  is  based  on  character 
recognition,  and  on  the  processing  of  photos  taken 
from street plates, building facades and other texts in 
the real world.

2. System Overview
The OCR4JkanjiCards system basically works with 

an image of  a  kanji  as the input  and gives back the 
kanji  identification  as  the  output,  through  a  user 
interface as shown in Figure 1. Kanji’s are the complex 
characters used in Japanese language.

Figure 1: OCR4JkanjiCards User Interface.

The inner window in the upper left part of Figure 1 
is a picture, taken with a cell phone camera, of a poster 
in the street containing a kanji character. After several 
image processing steps the kanji was clearly separated 
in  the  upper  right  inner  window of  Figure  1.  In  the 
lower  part  of  this  figure,  the  result  of  recognition 
process is shown in the line marked by the green box, 
in the form of ID codes of kanji’s. These codes refer to 
a  Japanese  dictionary  where  we  can  obtain  the 
meanings in English.  In this case,  we used the “Java 
Kanji Flashcards 500” [1] data base1.

We created OCR4JkanjiCards system based on the 
project  called  OCR4J  [2].  This  is  an  open  source 
library  that  allows  the  creation  of  applications  with 
character  recognition  like  OCR  (Optical  Character 
Recognition), but is limited to A-Z characters.

So our  system started  from the  integration  of  the 
OCR system with the  Kanji  education  software,  and 
went  to  the  development  of  image  processing 
techniques for Kanji  characters.  We are interested in 
investigating how kanji’s can be efficiently processed 
for recognition tasks, given that the character writing is 
complex and composed of non-connected lines.

Correlated work can be found in references [3] and 
[4].  The first  one is a project  of kanji  dictionary for 
mobile devices.

3. Methodology
Since the purpose of this experiment is the use of 

images acquired from photographic cameras, we apply 
some image processing techniques in order to convert 
input images into binary image format before using the 
OCR system. 

So, the initial  step is  to convert  the input colored 
image to gray scale and to apply a median filter. Then, 
it is converted to a binary image, with an appropriate 
threshold.  Finally,  this  image  is  passed  through  an 

1 "Java  Kanji  Flashcards  500",  available  in: 
http://nuthatch.com/java/kanjicards/, accessed in March 2008.
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invert  function  to  get  it  prepared  for  the  kanji 
recognition process. 

However,  we  have  further  removed  excess  of 
spurious granularity of the image that appeared in our 
experiments.  This  was  done  by  applying  a  region 
growth to the image and manually removing unwanted 
regions.

The character recognition sub-system makes use of 
a  neural  network of  multilayer  perceptron  type.  This 
neural network can vary its architecture,  for example 
we can change the number of input elements and the 
number  of  internal  layers  as  well  as  the  number  of 
neurons on the layers. The only predetermined value is 
the number of  output neurons,  which must equal  the 
number of characters we want to recognize.

Before  training  the  neural  network,  however,  we 
have realized that some kanji’s are not fully identified 
by the neural network because they are composed by 
two or more sets of connected pixels. In the example 
shown  in  Figure  1,  the  left  part  of  that  kanji  is 
disconnected from the right part of it.

For these cases, we propose to break the kanji into 
two sub-parts. By doing so, these two sub-parts can be 
easily recognized individually.

4. Results
Our experiments are still in the beginning and were 

carried  out  on  commodities  desktop  PC’s.  We  have 
trained a neural network with 17 kanji’s. For each kanji 
we used two images of training for each one. We also 
added one kanji with two parts for training the neural 
network, i.e., with four more training pictures.

In the OCR4JkanjiCards,  we have used an image-
processing tool called ImageJ [5][6], which was easy to 
use in the software environment during the process that 
convert images into binary format. 

In Figure 2 we show the example of the result of 
image processing techniques applied on the kanji with 
two  parts.  The  leftmost  image  is  the  original  input 
image. The other images to the right are the results of 
the steps of  gray scaling,  filtering,  threshold,  binary, 
invert, and spurious removing.

Figure  2:  image  processing  steps  of  the 
OCR4JkanjiCards system.

All training images and test images passed through 
this  image  processing  steps.  And,  after  training  the 

neural network we have got the result shown in Figure 
1,  where  the  kanji  of  two  parts  was  successfully 
recognized. The same positive result was observed in 
all testing image for kanji recognition. 

5. Conclusions
In  this  paper  we  propose  the  OCR4JkanjiCards 

system,  which  is  a  Japanese  character  (kanji) 
recognition tool based on the OCR4J environment. The 
goal is to use it on mobile devices like cell phones.

We  have  presented  initial  experiments  with  the 
OCR4JkanjiCards system. This includes our proposal 
for breaking kanji’s into two parts during recognition 
process on the neural network, as a proof of concept. 
Consequently, not only the system can run faster but 
also the recognition becomes easier.

As future work, there are many more experiments to 
be  carried.  For  example,  to  expand  the  quantity  of 
kanji’s  to  be  trained  on  the  neural  network,  and  to 
measure the processing time on mobile devices.

In the image processing steps, we plan to investigate 
the detection of the base lines to find the characters, as 
observed by Koga et al [3]. 
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Abstract 
 

In general, face recognition systems are based on 
visible spectrum images and, in order to have good 
performance, they need to work in light-controlled 
environments. However, the performance of such 
systems decrease significantly when illumination 
changes. On other hand, Long-Wave Infrared (LWIR) 
face imagery is insensitive to illumination changes and 
gives the temperature pattern from the face to be 
recognized. The purpose of this work is to assess the 
performance of the fusion of well-known statistical 
visible and LWIR-based methods for face recognition. 
 
1. Introduction 
 

While humans can easily recognize faces in adverse 
situations and even after years, machine face 
recognition remains a big challenge in the fields of 
Computer Vision and Pattern Recognition [1].  

To overcome this challenge, alternative sensor 
modalities (e.g. 3D range image) have been proposed. 
One of the new sensing modalities for face recognition 
is the infrared (IR), which can measure the temperature 
emitted by the face [1].  

Besides being insensitive to light changes, the 
subsurface anatomical information captured by IR 
sensors is believed to be unique for each person [1]. 

Due to all these characteristics and regarding 
previous researches [2], it is expected that using IR 
spectrum images together with visible spectrum images 
can lead to more robust and efficient face recognition 
systems.  

The main goal of this work is to assess the 
performance of the fusion of well-known statistical 
visible and LWIR-based methods for face recognition. 
 
2. Database 
 

In our experiments, it was used the University of 
Notre Dame (UND) time-gap face database [3], which 
has a large collection of images acquired by visible and 

LWIR spectrum cameras. The images were acquired 
once a week, with most of the subjects participating 
several times, totalizing 2023 images in each spectrum, 
with neutral and smiling facial expressions. During a 
given acquisition session, 4 images per subject were 
taken, being 2 with neutral and 2 with smiling 
expressions. 

In our experiments, 187 subjects from the UND face 
database were used in the training phase and other 54 
subjects were selected for the gallery and the probe 
sets. Each of these 54 subjects attended at least 7 and at 
most 10 acquisition sessions. The first session of each 
subject was used in the gallery set and the remaining 6 
to 9 sessions constitute the probe set. Hence, this work 
also has taken into account the recognition 
performance over time.  

Figure 1 shows an example of visible and IR 
spectrum images of the same face. In the IR spectrum 
image (right), the gray level ranges from black (cold) to 
white (hot).   

 

 
Figure 1. Visible spectrum image (left) and IR 

spectrum image of the same face [3]. 
 
3. Face Recognition Methods and Their 
Correlation 
 

Three different face recognition methods were used 
in this work: Principal Component Analysis (PCA) 
with Euclidean distance, Linear Discriminant Analysis 
(LDA) with LDASoft distance, and PCA with 
Mahalanobis Angle [4], as implemented in [5].  

Each method was applied individually in both 
spectra. Table 1 shows the obtained results, where Top 
1 means the correct recognition rate considering only 
the most similar recovered face, and EER means the 
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equal error rate (the false acceptance and the false 
rejection rates are equal).  

In order to predict the performance of the 15 fusion 
possibilities, it was obtained the Q statistic measures of 
dependence, Qi,k , which for two methods i and k, 
ranges from -1 to 1 [6]. For statistically independent 
methods, Qi,k is 0. For statistically correlated methods, 
Qi,k tends to 1, and for inversely correlated methods, 
Qi,k tends to -1. 

 
Table 1. The six face recognition methods and their 
individual performances. 

 
 

4. Fusion 
 

In this work, the fusion was carried out in the score 
level. Three score normalization approaches were 
assessed: Min-Max, Double Sigmoid and Tanh-
estimators [7]. The fusion techniques assessed were: 
sum, max, min, and product.  
 
5. Experimental Results 

 
In our experiments, the Double Sigmoid score 

normalization approach and the product fusion 
technique have shown to be more regular (better mean 
improvement) than the others. Therefore, they were 
chosen to denote the overall fusion performances. 

As expected, it can be observed in Table 2 that the 
correlation between methods applied on different 
spectra is much smaller than the correlation of methods 
applied on the same spectrum, which indicates that they 
hit and fail in different situations for many probes. For 
instance, the correlation of methods 5 and 6 was 0.14, 
the lowest for different spectra methods, and the 
correlation of methods 2 and 4 was 0.85, the lowest for 
methods on the same spectrum.  

We can also observe in Tables 1 and 2 that there is a 
relationship among the Q Statistic, the Top1 individual 
rates, and the performance of the fusion. When the Q 
Statistic is low (lower than 0.5) and the Top 1 
individual rates are high (greater than 50%), the 
performance of the fusion compared with the best 
individual rates always increases. Hence, the overall 
best performance (98.85% for Top 1, and EER=3.28) 

was obtained with the fusion of two good individual 
methods, 5 and 6, that present the lowest correlation 
rate (0.14).  

 
Table 2. Overall performance from the fusion of 
methods X and Y as identified in Table 1. The best 
and worst results are highlighted. 

 
 
6. Conclusion 

 
The experimental results obtained in this work 

suggest that the fusion of IR and visible spectra-based 
methods may improve significantly the face recognition 
performance.  
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Abstract

This paper proposes a scheme to compress SAR (Syn-
thetic Aperture Radar) images aiming for preserving fine
details such as bright targets. This scheme consists in de-
composing a SAR image into bounded variation (BV) and
oscillating components. The adaptive compression scheme
is a modified version of the well known SPIHT method
named in this paper as MSPIHT. The experiments using
real SAR images were compared with JPEG2000 and the
conventional SPIHT. The assessment results indicated a su-
perior performance of method in preserving fine details.

1 Introduction

Synthetic aperture radar (SAR) images are useful
sources of information for several applications in remote
sensing of environment. In the last years, the amount of
SAR data has increased, and motivated researchers to de-
velop algorithms for SAR image compression. Traditional
algorithms fail to compress SAR images, particularly due
to speckle phenomena. The algorithm introduced in [1]
requires pre-processing steps including speckle filtering,
which degrades fine details and edges.

Using the discrete wavelet transform (DWT) efficient
compression procedures can be developed in a multireso-
lution space. Several methods based on wavelets [5] are
available in the SAR image compression literature. This ap-
proach can be accomplished by decomposing SAR images
in subbands and searching for the significant information
for lossless compression. Regarding texture, wavelets coef-
ficients present a subband frequency representation, where
the significant texture information can be discriminated in
middle frequency channels [5].
∗Departamento de Telemática, Centro Federal de Educação Tec-

nológica - Laboratório de Processamento de Sinais, Fortaleza, CE, Brazil.
†Departamento de Engenharia de Teleinformática, Universidade Fed-
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In this paper we adopted the scheme presented in [4] to
decompose the SAR image. Let f : Ω → < be the image
decomposed into u ∈ BV component (BV - bounded vari-
ation space) and v ∈ L2 component (L2 - oscillating space),
such that f := u + v. The u component which is a cartoon
representation of f is a simplified piecewise smooth approx-
imation. Our proposed framework tracks regions with tar-
gets in the u component and employs a lossless compres-
sion method to these regions, in order to preserve them.

This paper describes the proposed method in Section 2.
We present experimental results and some concluding re-
marks in Section 3.

2 Method

The BV and L2 decomposition spaces present distinct
features. Thus, u (low frequency information) and v (high
frequency information) components provide image analysis
using distinct bands in the same resolution. Similar to [4],
the proposed scheme employs the Total Variation Minimiza-
tion (TV) method to obtain the u component. The oscillating
component v is computed as a TV residual information.

To perform target detection, the u component is subdi-
vided into blocks using the quadtree decomposition pre-
sented in [5] according to a defined criterion. If a block
meets the proposed criterion, it is not subdivided, otherwise
it is decomposed into four blocks. The criterion is defined
as σL <

√
L(σL−1), where L is the quadtree decomposi-

tion level and σL is the standard deviation of the inspected
block.

The proposed scheme is shown in Fig.1. Our aim is to
allocate to fine details scales more bits in the compression
process. Thus, in the highest decomposition scale (16x16
blocks) is used the arithmetic coder to provide a lossless
data compression. We compress the other scales (32x32,
64x64,128x128) using the SPIHT algorithm [2] with de-
creasing bit rates.

The displayed result in Fig. 2(a) is a scene of the coastal
zone in RN-Brazil. The image size is 256x256 pixels with
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Figure 1. Proposed method

12.5 m resolution. It was acquired in amplitude detection
from the RADARSAT system. The decomposition (BV )
result can be observed in Fig. 2(b). One can observe pre-
served targets (bright points in top center and an oil slick
down center) in the u component. The quadtree decomposi-
tion provides a partition (grid) displayed in Fig. 2(c). Bright
targets can be observed in fine scales 16x16 and 32x32, and
the oil slick area is divided in 64x64 blocks, as shown in
Fig. 2(d).

(a) (b)

(c) (d)

Figure 2. (a) The original SAR image, (b) the
u component, (c) the quadtree decomposition
(grid) superimposed in the original image and
(d) the detected targets.

3 Results and Conclusions

The quantitative measures used to assess the experi-
mental results were PSNR (Peak Signal to Noise Ratio)
and standard deviation to mean ratio σm, as used in [5].
In addition, the MIE (Max Intensity Error) [3] was lo-
cally computed as a measure of fine details preservation.

The modified SPIHT (MSPIHT) outperformed the standard
JPEG2000 compression method according to all assessment
measures. Furthermore, it was superior to the conventional
SPIHT method related to MIE and σm.

The results are displayed in Table 1 using two different
bit rates, 0.2 bpp and 1.0 bpp. One can observe that the
proposed method presented similar PSNR values as SPIHT
with a reduction about 0.5 dB.

Table 1. Assessment measures

Bit Rate 0.2 bpp 1.0 bpp
Proposed PSNR(dB) 31.47 37.47
Method MIE(dB) 12.30 7.780

σm 0.194 0.277
PSNR(dB) 31.50 38.02

SPIHT MIE(dB) 13.80 10.41
σm 0.166 0.231

PSNR(dB) 31.13 37.34
JPEG2000 MIE(dB) 17.50 10.00

σm 0.154 0.274
Original Image σm = 0.278

The results showed that the SPIHT performance related
to fine detail preservation can be improved without chang-
ing the bit rate significantly.
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Abstract 
The principal objective of image fusion in remote 

sensing is to obtain high-resolution multispectral 

images that can combine the spectral characteristic of 

the low-resolution multispectral bands with the spatial 

information of the high-resolution panchromatic band. 

A method based on Fourier transform is proposed in 

order to obtain good spatial and spectral resolutions 

using all bands of IKONOS satellite. Quantitative 

measurements were applied to compare the results of 

the proposed method with IHS, IHS enhanced by 

Fourier transform and wavelet-based methods. 

 

 

1. Introduction 
 

Modern satellites, like IKONOS, are capable to 

producing high spatial resolution panchromatic (PAN) 

band with one meter or less. Simultaneously, they 

produce good multispectral (MS) bands. Spectral 

information from MS bands is useful to differentiate 

land cover classes, like vegetation, bare soil, water, 

roads and buildings. On the other hand, the spatial 

information from PAN is necessary for an accurate 

description of image details, such as shape, contours 

and features [1]. Image fusion is used to combine both 

PAN and MS bands to obtain high-resolution 

multispectral images. 

The traditional image fusion methods, such as IHS, 

can keep almost the same spatial resolution as PAN, 

but they distort the spectral characteristics of the 

original MS bands [2]. Image fusion methods using 

frequency domain processing, like those based on 

wavelet transform (WT) [3-5], preserve good spectral 

information, but their spatial visual results are not 

satisfactory.  

IHS fusion methods enhanced by Fourier transform 

have been very suitable in preserving both spectral and 

spatial information [1, 6], but they are limited to red 

(R), green (G) and blue (B) bands, excluding the near-

infrared  (NIR) band. 

 

 

2. Proposed FT-based Image Fusion 
 

For IKONOS images, it is necessary to perform 

some pre-processing, as the pixel sizes from PAN and 

MS are different (1 meter resolution for PAN and 4 

meters for MS). One pixel from MS must be resampled 

for sixteen pixels. 

In a remote sensing image, the details, like objects’ 

edges, are a result of a high contrast between features, 

for example a light rooftop and dark ground. High 

contrast in spatial domain is high frequencies in the 

frequency domain. High frequencies are richer in PAN 

than in MS. On the other hand, spectral information 

appears as low frequencies in the frequency domain, 

which are richer in MS than in PAN. 

The proposed method consists in obtain the spectral 

information from MS band by applying a low pass 

circular filter in the frequency domain, and obtain the 

spatial information from PAN by applying a high pass 

circular filter. No IHS transform is used in order to 

employ all the four IKONOS MS bands. The steps to 

fusion resampled R and PAN bands are illustrated in 

figure 1. The same steps must be applied to G, B and 

NIR bands. 

For the filters, the optimum cutoff frequency must 

be measured accordingly to the spatial resolution, 

which depends on the image sampling interval 

following the Nyquist sampling criterion [1]: the 

sampling interval is in inverse proportion to the 

sampling frequency. Therefore the maximum frequency 

of an image is in inverse proportion to its spatial 

resolution. If the ratio of pixel resolution between PAN 

and MS is 1:m, the MS maximum frequency is 1/m 

PAN maximum frequency, that is, the cutoff frequency 

is equal to the maximum frequency of MS. But the 

maximum frequency of an image is 0.5 x∆
-1

 (where 

x∆ is its pixel size in meters). IKONOS PAN has one 

meter spatial resolution, so the maximum frequency is 

0.5 cycles per meter. The maximum frequency of MS is 

1/4 of that of the corresponding PAN, so the cutoff 

frequency for an IKONOS image is 0.125 cycles per 

meters. 
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Figure 1 - Schematic diagram for FT-based fusion of PAN 

and R 

 

The proposed method, using ideal circular filter, 

results in an image that presents artificial artifacts due 

to the abrupt combination of low and high frequencies. 

Some filters like Gaussian, Butterworth and Hanning 

were tested to smooth the results. The more suitable 

was Hanning. The high and low pass filter must be 

complementary to not lose or overlap any information. 

Figure 2 shows the result of the proposed fusion 

method using Hanning filter. It could be noted that 

figure 2c has high spatial resolution (compare it to 

PAN in figure 2a), while maintaining the original 

colors (compare it to RGB composition in figure 2b). 

 

  
(a) (b) 

 
(c) 

Figure 2 – (a) original PAN, (b) original RGB 

composition, (c) result of the proposed method 

 

After fusion, the MS bands are expected to be as 

similar to the original bands as possible. Correlation 

coefficient indicates how an image is “similar” to 

another. The proposed method has the higher 

correlation coefficient (see table 1) followed by 

IHS+FT method, indicating that these methods attain 

more spectral information than the others. When 

comparing correlation coefficient from IHS+FT and 

the proposed method, R band improves 7%; G band 

improves 8%; and B band remains almost the same. 
 

Table 1 – Correlation index between the fused bands and 

their corresponding original bands for different fusion 

methods. 

Method R G B NIR 

IHS 0.34 0.24 0.27 ---- 

WT 0.64 0.61 0.53 0.77 

IHS+FT 0.77 0.70 0.75 ---- 

FT (proposed) 0.84 0.78 0.74 0.86 

 

3. Conclusions 
 

A method based on filter in the frequency domain 

was proposed to the fusion of multiespectral satellite 

bands. It was compared to other reported methods and 

has the advantage of using any number of bands. In 

visual analysis, it can be observed that high information 

from PAN was added to MS information without 

distorting the original colors due to the smooth join of 

the PAN and MS. From a statistical analysis employing 

correlation coefficient, the proposed method attains 

more spectral information when compared with 

reported IHS, WT and IHS+FT methods. Further, 

differently IHS and IHS+FT, the proposed method can 

use the NIR band. 
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Abstract 

 
The Content-Based Image Retrieval (CBIR) has 

received great attention in the medical community 
because it is capable of retrieving similar images that 
have known pathologies. This work proposes a new 
methodology based on higher processing provided by 
the Grid Computing (GC) technology to achieve the 
CBIR using Registration algorithms. We evaluate the 
accuracy in retrieving images of the same plane, 
weighted and acquisition sequence related to a 
reference image. This works uses a heterogeneous 
image database and uses two anatomic regions (breast 
and head) as reference. The IR procedure uses Mean 
Square Metric (MSM) and Cross Correlation (CC). 
Both metrics showed a higher efficiency, MSM 
obtained 83% (breast) and 94% (head) precision 
average, the CC showed 81% (breast) and 98% (head). 
The higher computational cost related to the Image 
Registration were amortized by the GC, showing a 
potential low cost solution for secure data 
interchanging and integrating multiple hospitals and 
clinics.  
 
1. Introduction 
 

 In the last 10 years, the CBIR has been one of 
the most studied computational vision technique. 
Through CBIR, it is possible to use a reference image 
to find similar diagnosed images [1]. Although part of 
the information about the diagnosis can be in the 
DICOM (Digital Imaging and Communication in 
Medicine) header, this textual tag frequently shows 

high error rate. Literature has reported cases with 16% 
of error [1]. This way, the medical community has 
emphasized the adoption of alternative methods in 
relation to the traditional methods based on the data 
manual insertion into the DICOM files.  

The Image Registration (IR) is made of 
methods capable of find spatial transformations 
necessary to map homologous points between two 
images. The transformations are done in an iterative 
way until the best match is obtained between the 
reference and target images. However, all this iterative 
process results in a high computational cost that makes 
intractable to use the IR to find the best match between 
a reference image and a big image server [2]. 

The Grid Computing (GC) technology 
represents the most recent and promising tool in 
distributed computing. GC is the integration of many 
computers distributed geographically, making it 
possible to create a virtual computing platform, giving 
to users and institutions a virtually unlimited capacity 
to solve problems related to the storage and access of 
data, and also to process applications with high 
computational costs  [3]. 

The main goal of this work is to develop an 
algorithm capable of using the GC to make viable the 
retrieval of similar images through the adoption of the 
IR techniques based on the Mean Squares Metric 
(MSM) and Cross Correlation (CC) techniques.  

 
2. Materials and Methods 
 

The application was developed in the 
operation system GNU/Linux Debian using the Java 
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1.5 programming language. The database image was 
developed with PostgreSQL-8.1-3 and Hibernate 3.0 
and it followed the DICOM compliances. For its 
assessment, a heterogeneous image database was used, 
with 3000 magnetic resonance images from different 
anatomic regions. The application has two CBIR 
modules. The first module uses the second-order 
Texture Analysis (TA), suggested by Halarick [4], to 
filter the 1000 most similar images into the second 
module. The second module uses the IR algorithms to 
find the similarity between an image defined by the 
user as a reference and the images filtered by the first 
module. The application starts after the specialist select 
a reference image. When the first module is finished, 
the images are classified according to the smallest 
value of Manhatann Distance between the TA of 
reference image and the database images. Then, the 
1000 most similar images are filtered to be used by the 
second module. The second module starts when the 
specialists select one of the two IR techniques 
implemented in this work: MSM and CC. The second 
module is processed on the OurGrid computational 
grid. OurGrid assumes that the parallel applications 
that run on it are  Bag-of-Tasks (BoT) [3]. The 
application sorts in a list the most similar images 
according to the MSM or CC and show to the user. 
 
3. Results 
  

The efficacy of the IR algorithms used in 
CBIR was measured by the Precision versus Recall 
curves between the reference image and the images 
selected by the first module (Figure 1 and Figure 2). In 
all the experiments, the results produced by the IR 
algorithms were better than the traditional TA. The GC 
makes affordable for the application the high 
processing time of the IR algorithms (Table 1).   

 
4. Discussion and Conclusion 
 

Nowadays, the CBIR methods are still limited 
to detect specific diseases. Therefore, the CBIR 
methods need that new techniques of image processing 
be integrated into the traditional methods. The GC was 
fundamental to amortize the total processing time of 
the IR algorithms that permitted this work to show a 
new methodology to evolve CBIR’s state of art 
techniques. The IR applied to the CBIR showed high 
precision, moreover, their results were better than the 
ones shown by the traditional TA. This work presents 
initial results in applying the IR as a CBIR technique 
where the main focus was to analyze the precision in 
retrieving different anatomies. Therefore, a deeper 

study still is necessary to analyze the real capacity of 
the RI methods in retrieval images from a pathological 
image database. A study in this way was already 
started. 

  MSM CC 
  Local  GC Loca l GC 

Breast 118.39 5.31 115.88 4.78 
Head 115.09 4.36 106.64 3.56 

Table 1 - Compare time (minutes) between the local 
processing and the processing using the GC. 
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Figure 2 - Precision vs. Recall graph showing the 
retrieval techniques behavior in head images. 

Figure 1 - Precision vs. Recall graph showing the retrieval 
techniques behavior in retrieve breast images. 
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Abstract

This paper presents the development of a content-based
image retrieval system that combines a set of GHSOM
(Growing Hierarchical Self Organizing Map)[4] classifiers
taking as input color, shape and texture features. Experi-
ments demonstrated combination scenarios that produced
better accuracy in image classification.

1. Introduction

Automated search in large image databases is still an
open research problem [6]. Most applications found in the
literature still present low precision and recall, typically be-
low the levels of 50% and 70% respectively. Moreover,
some of the works that obtained better results either con-
sidered only a few number of very diverging groups on a
large image set or were evaluated using a small image set
(e.g. 100 different images) [1, 5]. Such limitations were the
starting point for this research, which aimed at studying fea-
ture extraction techniques and a classification scheme based
on the combination of individual classifiers.

2. Content-based Image Retrieval (CBIR)

A typical CBIR system contains three modules: Feature
Extraction; Indexing; and Retrieval. There are several ways
to extract image features; this research considered the most
common features, which are color, shape and texture.

On current CBIR systems the color characteristic is fre-
quently represented as histograms. For color images, the
histograms are commonly calculated for each color compo-
nent. The color spaces considered in this work were RGB,
HSV and YCbCr, each color space provides a different set
of features for the same image. Another feature extraction
technique involves the description of shapes. In some areas,

∗Saulo de Tarso O. Rodrigues is supported by CAPES

such as pattern recognition, shapes are important features
to identify and distinguish objects [7]. Other than color and
texture, the shape is extracted after the image has been seg-
mented in regions or objects. A very used technique in the
area of CBIR, which is related to the description of shapes,
are Hu’s moment invariants [2]. There are several different
methods of extraction and representation of textures. LBP
(Local Binary Pattern) [3] is a very good example which is
invariant to rotation. Another well referenced method for
texture representation are the Wavelets, which are capable
of representing textures in multiple resolutions and scales.

The classification method adopted in this work was
based on GHSOMs, which is a data structure similar to a
B-Tree, but it is not usually balanced, nor its nodes have
the same size. The nodes of a GHSOM point towards sev-
eral other similar nodes and hold the tree property. To train
each GHSOM, the same image base was used, which had
all the color, shape and texture features extracted for each
image in the set. Once GHSOM training ends, a tree-like
map is created, where images that are similar, relative to a
specific features, are represented in nearby neurons. Dur-
ing the recall phase, the specific features extracted from the
query image are fed into the corresponding GHSOM. There
will be a propagation of the input through the GHSOM up
to its leaf nodes, where the most similar group of images to
the input image are stored, relative to a given feature.

3. Proposed Approach

Classifier combination is a set of techniques that is prov-
ing useful in many application scenarios. Generally, the
main advantage of using a combination method is because,
since the classification methods are able to overcome the de-
ficiencies of one another, it is possible to improve the over-
all system’s accuracy. The classifier combination method
adopted in this work is based on a voting process, where for
every image returned by each selected classifier there will
be a value associated to it, this value will be used to sort
the final result, so the most voted image will be up front
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in the result, and considered to be the most similar image
to the searched one. To calculate the vote for each image,
the quantization error [4] produced by the GHSOM to the
image is considered. This value is between zero and one,
the closest to zero the more similar the image is. The layer
of the GHSOM where the image appears is also used in the
calculation. The following equation is used to calculate the
vote for each returned image:

vi =

G∑
g

(1 − QEg,i) · (
LCg,i

LTg
) (1)

where i is the image, G is the count of used GHSOM’s,
QEg,i indicates the quantization error of the image for a
given GHSOM, LCg,i indicates the layer of the image for
a given GHSOM and LTg is the total number of layers of
a given GHSOM, which results on a double precision value
related to every retrieved image.

4. Experimental Results and Analysis

In order to test the proposed approach and classifier
combination, part of Microsoft Research Cambridge Object
Recognition Image database, version 1.0, has been used.
This is a labeled database with 800 images, divided in 16
sets of 50 images each. Six GHSOM networks that were
chosen to evaluate classifier combination were the ones
which presented the best individual results. The tests first
considered all possible combinations from C(6, 1) (isolated
results) to C(6, 6), which gives a total of 63 tests. The crude
combination does not exclude any results, so the bad im-
ages from all the combined GHSOMs will be returned as
a valid result. To overcome this deficiency of the combi-
nation, a result filtering strategy has been adopted, which
consisted of gradually varying the number of images recov-
ered using the classifier combination and recalculating the
precision for each number of returned images tested. This
showed that, as the allowed number of returned images is
reduced, more bad images start being rejected and better
images start being accepted.

In comparison to the simple classification methods, clas-
sifier combination resulted on a considerable improvement
for precision (see Table 1). The simple classification
method that obtained the best precision was the one using
the color feature on HSV space and 32 levels per compo-
nent. Initially the simple classification has a better preci-
sion, when considering more than 70 images, but with a
reduction on the resulting images, there is a natural reduc-
tion in the images that are not considered to be similar and
the combination results are greatly superior to the ones of
the simple classification. The best combination used HSV
16, RGB 32, LBP and Wavelets, increasing the mean preci-
sion in over 17% when the number of returned images is set

to five. Even with the simpler combinations, the results are
superior when the amount of returned images is under 40.
The classification combination showed superior results to
the simple classification, where only one feature of the im-
age is used. Table 1 also shows that even the best individual
result is not superior to the worst combined result.

Table 1. Experimental Results

Classifier
Precision

(%)
WAV 12.50
LBP 18.38
Hu 10.78
RGB 32 17.05
HSV 16 20.33
YCbCr 32 19,55
RGB 32 - LBP 29.38
HSV 16 - RGB 32 - LBP 33.13
HSV 16 - RGB 32 - LBP - WAV 33.52
HSV 16 - RGB 32 - YCbCr 32 - LBP - WAV 31.48
HSV 16 - RGB 32 - YCbCr 32 - Hu - LBP - WAV 30.08

5. Conclusion

The main contribution of this research was the develop-
ment of a combination technique for image classifiers based
on GHSOM neural networks, improving the overall preci-
sion of a content based image retrieval system. The pre-
sented experimental results confirm that using a classifiers
combination technique yields a considerable improvement
of precision and recall for image retrieval.
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Abstract

Subdivision is a method to create smooth surfaces
through a refinable schema of polygonal or triangular
meshes. From a mathematical point of view, this technique
is an application of a second generation wavelet analy-
sis. At the same time, this analysis is based on the lifting
schema and does not use any frequency criterion to define
scaling functions or wavelets. This simplifies computational
cost. Yet, a frequency analysis applied to a polygonal mesh,
can provide an intuitive method to modify surface charac-
teristics by creating an analogy to one-dimensional sound
equalization. These foundations can be useful not only as
a surface generation tool, but they are also naturally asso-
ciated to finite element techniques and can be applied to a
wide variety of simulation problems.

Keywords: subdivision surfaces, frequency analysis,
Fourier, multirresolution, equalization, radiosity

1. Introduction

Subdivision techniques take a control mesh or polyhe-
dron and add new polygons to it by refining its current faces.
These new vertices are then perturbed according to some
stencil rule, adding details and, in most cases, increasing
surfaces’s smoothness. Subdivision techniques only need a
good and fast structure to preserve adjacencies between the
polygons that approximate a surface. These polygons can
be triangles, but many subdivision schemas can be adapted
to other kinds of polygons [3].

As NURBS and Splines [8], subdivision techniques have
a very desirable property: perturbation of one vertex can be
made locally. By using subdivision and an appropriate sten-
cil rule (such as Loop’s [5]), more triangles can be added to
an arbitrary mesh preserving continuity. This gives a nice
tool to generate and manipulate smooth arbitrary surfaces,
topologically equivalent to a basic shape.

An example of this process is shown in figure 1.

Figure 1. A deformed torus. Yellow spheres represent control
points.

2. Equalizing Images and Polyhedra

From a mathematical point of view, equalizing an image
is equivalent to applying an operator to a bidimensional ar-
ray of numbers (a matrix). A frequency interpretation of
this process is given by discrete bidimensional Fourier ba-
sis, which can be considered as a set of eigenvectors of a
given operator [4]. From this discrete approach, it is rel-
atively easy to define a multirresolution analysis (defined
in [7]) for vector spaces of matrices, as an increasing set
of finite-dimensional subspaces generated by a well chosen
basis. These bases are called wavelets. Interpreting these
subspaces and projecting the original matrix on them, we
get a criterion to select coefficients in a basis expansion. As
this criterion is based on a frequency filtering concept, we
have a multirresolutive image equalizer. This is shown in
figure 2.

Equalizing images is a somehow straightforward task be-
cause they can be sampled as regular grids and matrices.
Extending this concept to general polyhedra is not trivial
because they are not necessarily regular and cannot be gen-
erally represented by matrices.
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Figure 2. Original image. Low-pass filter and high-pass filter.

Nevertheless, in 1997, it was shown that subdivision
techniques are a particular case of general multirresolution
analysis on arbitrary topologies [6]. The method used to
build wavelets with this degree of freedom is an application
of the more general lifting method for second generation
wavelets [9]. This technique has no need to use any fre-
quency criterion to build a semiorthogonal multirresolution
analysis. It is generally used to smooth a surface (which is
equivalent to apply a low-pass filter).

3. Vibration Modes of a Polyhedron

In our research, we are trying to find a frequency crite-
rion to control de degree of smoothness produced through
a subdivision schema. As described above, Fourier anal-
ysis on matrices can be considered as a method to exploit
conceptually an eigenvector basis of certain matrices. As
described in [10], eigenvectors of a connectivity matrix can
be considered the vibration modes of a polyhedron. Two
characteristics of this technique is that the number of faces
remains unchanged and it is applied globally. So, being
able to link this approach with the lifting schema, could
produce an equalizing subdivision stencil that could locally
add smooth details or sharp details to a polyhedron. This
could be done according to a criterion defined by the user. A
global sharp surface subdivision process is shown in figure
3. As we pretend to have a better equalizing user’s control
of this, the figure is shown only for illustrative purposes.

Figure 3. A non-smooth subdivision surface

A lifting schema based on frequency can be computa-
tionally slower than Lounsberry’s [6], as it implies to get
eigenvalues of large matrices (as large as the number of
vertices of the polyhedron). Our hypothesis is that eigen-
values of a polyhedron’s connectivity matrix should be nat-
urally associated to its degree of smoothness in the lifting

schema. We believe that the method described in [10] can
be extended into an intuitive frequency-based method to de-
sign second generation wavelets. Equalization to design
wavelets can be used directly on regular grids (such as fig-
ure 2) in a somehow straight application of classical wavelet
theory. Yet, as far as we know, there is no general method
to use the lifting schema with a frequency criterion to create
a subdivision technique based on Fourier coefficients.

4. Future Research

As the lifting schema and subdivision methods can be
used to define functions on a polyhedron, the techniques
described above can be used to define an adaptive finite el-
ement set [1], which can be used in simulation problems
such as radiosity [2]. It gives an intuitive method to con-
struct wavelets based on discrete digital filters. This can
be useful to naturally deal with discontinuities of functions
defined on arbitrary topologies.
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Abstract

We are exploring various functional approximation
schemes (such as radial bases and Shepard’s interpolation)
for precomputed radiance transfer (PRT), a finite element
approach for real-time radiosity of complex scenes.

1. Introduction

Radiosity [1] is a general method for realistic rendering
that uses finite element modeling to solve the Kajiya’s ren-
dering equation [3]. In this formulation, the light flow in the
scene is found by solving a large system of linear equations
(I − R)λ = ε, where the vector ε gives the spontaneous
light emission and λ gives the total emission (spontaneous
plus scattered) of each scene element.

Implementation of the radiosity method requires choos-
ing a finite element scheme to model the light flow. The
goal of our project is to compare various schemes, such as
radial bases [2] and Shepard’s interpolation [5] basis - espe-
cially for use in real-time animation through precomputed
radiance transfer [4, 6].

2. The rendering equation

The rendering equation can be written as L = E +RL,
where:
• L(x, ~u) is the (unknown) radiance function, the to-

tal amount light emitted or scattered by the scene near the
surface point x along directions near the unit vector ~u;
• E(x, ~u) is the spontaneous emission function, the

amount of light emitted by the scene near x and along ~u;
• R is the light transfer operator, that represents the

transport and interaction of the light with the scene’s ob-
jects. Its effect on an arbitrary function F (x, ~u) is

(RF )(x, ~u) =

∫

S
ρ(x,~v, ~u)F (x′,−~v)G(x, x′, ~n(x))d~v (1)

• S is the set of all directions (i.e. the unit sphere).

• x′ = x∗(x,~v) is the first point on the scene’s surface
found by a ray that leaves x towards ~v.
• ρ(x,~v, ~u) is the scattering coefficient, the fraction of

the incident light at the point x, coming from the direction
~v, that is re-emitted along directions near ~u;
• G(x, x′, ~n(x)) is the geometric factor that depends on

the orientation of the surface at x.
In favorable circumstances, the solution of the rendering

equation is
L = (I−R)−1E, where I is the identity operator. The ren-
dering operator (I−R)−1 can be computed by Neumann’s
formula

(I −R)−1 = (I +R+R2 +R3 + · · ·) (2)

Each termRk accounts for light that interacted k times with
the surface of the scene before being observed.

3. Finite element radiosity

We use the term site to mean a pair p = (ṗ, ~p) where ṗ is
a point on the scene’s surface and ~p is the corresponding unit
normal vector. For Lambertian radiosity, a finite element is
a function φ defined on the scene’s surface sites, such that
φ(p) is nonzero only for a relatively small and compact set
of sites (the support of φ).

In point-based finite element methods, the basis φ is
defined by selecting a number of sampling sites P =
{p1, p2, ....pn} on the scene’s surface (see Figure 1(a)) and
then choosing for each pi a corresponding finite element φi

that has pi as its centroid (see Figure 1(b)).

3.1 Basis functions

In a radial basis each element φi is derived from fixed
mother function φ by the formula φi(p) = Φ (||p, pi||/αi);
where ||p, q||, denotes the distance between the sites p and
q, and αi is a parameter that determines the “mean radius”
of the element. See figure 2(a).

In Shepard’s basis [5], each element is
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(a) (b)

Figure 1. The point-based FE method.

φi(p) =
w(p, pi)∑n

j=1 w(p, pj)

Here w(p, q) is a non-negative function that tends to infinity
when p tends to qe. g. 1/||p, q||. See figure 2(b).

(a) (b)

Figure 2. Radial and Shepard elements.

4. Discretizing the rendering equation

In finite element radiosity, the rendering equation be-
comes a linear equation system λ = ε + Rλ, where λ =
(λ1, λ2, ..., λn) are the coefficients of L in the chosen basis,
and ε = (ε1, ε2, ..., εn) are the coefficients of E. Each ele-
ment Rjk represents the influence of the light emitted by φk

on the light scattered by φj . It is determined by the formula

Rjk = G(ṗk, ṗj , ~pj) ρ(pj)V (ṗk, ṗj) (3)

Once the matrix R is available, the coefficients λi of
the radiance function L can be computed by seting λ ←
(0, ..., 0) and then iterating λ← ε + Rλ until convergence.

Figure 3. Rendered scenes.

5. Results

Figure 3 shows a test scene rendered without radiosity
(top) and with ten radiosity iterations, using Shepard inter-
polation (middle) and a radial basis (bottom).
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Abstract

We provide a strategy to the management of collisions
between multiple objects with different types employing
multiple-dispatch and both Object-Oriented and Generic
Programming concepts. The solution scales well to the
number of object types, with a fixed, constant-time cost to
arrive at the proper interference-detection routine. Addi-
tionally, it helps the application programmer by allowing
them to implement only the functionality required by their
own program, removing the need for common solutions such
as Abstract Base Classes full of pure virtual methods.

1. Introduction

The design of a collision detection engine or framework
is a difficult task riddled with decisions and trade-offs on
important design goals such as efficiency, modularity, size,
dependencies, and others. The C++ language is a mature
language with support for both Object-Oriented (which pro-
vides runtime polimorphism and aims at easing the devel-
opment and maintenance of large systems, such as 3D en-
gines) and Generic (with templates, offering run-time speed
benefits) programming. In this work we explore the com-
bination of these methodologies to implement the collision
detection mechanism between different entities. We aim to
expose the benefits this combination provides to both the
system designer and the application programmer.

2. Bounding Hierarchies with Double-Dispatch
and Meta Programming

Bounding Hierarchies[2] are often employed by colli-
sion detection algorithms to speed up interference detec-
tion between models with complex geometry, and com-
mon choices for bounding objects include Spheres, Ori-
ented Bounding Boxes (OBBs) and Axis-Aligned Bounding

Table 1. A matrix of functions.
AABBTree SphereTree OBBTree

AABBTree f1 – f2
SphereTree – – –
OBBTree f3 – f4

Boxes (AABBs). Classes are often designed so that most
functionality is placed in a base class, here named Bound-
ingTree, and then object-specific details are delegated to
other classes that inherit from it.

The problem arises when a scene is composed of many
distinct kinds of entities and a manager object has to decide
if two entities are colliding. The manager only has knowl-
edge of BoundingTrees. The problem is such: given two in-
stances of BoundingTree subclasses, how can we efficiently
determine if they are intersecting?

Since the choice of algorithm to determine the intersec-
tion depends on the types of both entities, this problem can
be solved with Multimethods, which are “the mechanism
that dispatches a function call to different concrete func-
tions depending on the dynamic types of multiple objects
involved in the call” (Alexandrescu[1]). To cope with the
fact that the C++ language has no built-in support for Mul-
timethods Alexandrescu proposes a few alternatives, one of
which is used here - a constant-time matrix of pointer to
functions, with some adaptations.

The method consists of assigning a numerical value (an
id) to each BoundingTree subclass, retrievable at runtime
through a virtual function. Alexandrescu uses these ids to
populate a matrix of function pointers, at setup time, and to
dispatch a function based on the types of two objects.

There are several advantages to this approach: Because
the matrices become the sole point of interaction, no class
involved in the BoundingTree hierarchy needs to be aware
of the others, reducing build times on changes and poten-
tially diminishing coupling — this is a benefit over common
implementations of double-dispatch like the Visitor design
pattern[3]. Additionally, the cost to arrive at the correct
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Figure 1. Employing different bounding hier-
archies at runtime on the Stanford Armadillo
and Bunny.

function is constant regardless of the number of subclasses
and the matrix needs to be populated (and thus, functions
implemented) only for the desired types, e.g., if the pro-
grammer knows their application won’t need SphereTrees
they can disregard their intersection tests with the other hi-
erarchy types entirely (table 1). Since many collision de-
tection algorithms are commutative, the number of imple-
mented functions can be further reduced.

We extend the matrix to hold Functors (function objects)
instead of raw function pointers. The added cost of one vir-
tual call is the downside to the greater flexibility, as func-
tions are poor at affecting the external world and managing
state. The functors are small pieces of code written sep-
arately from the tree hierarchies and dedicated exclusively
to handling the intersection between two types of bounding
objects.

2.1. Functor Generation with Metaprogramming

It can be cumbersome to populate the matrices individ-
ually, cell-by-cell, because a matrix of n types requires n2

functions, or
(
n
2

)
+ n if the algorithms are commutative.

The matrices and the functors are actually class templates
and the number of BoundingTree subclasses of interest is
usually known at compilation time, so we developed a set of
utility functions that work on Typelists[1] to create appropri-
ate Functor classes and populate matrices through metapro-
gramming.

For instance, assume we’re interested in managing
Sphere, AABB and OBB trees. We have code to perform
the intersection tests for all combinations between these
three types of geometric objects, and we wrap all of them in-
side an utility class called OverlapDetection. The signature

for all intersection functions is similar such that the general
functor to perform the tests could look like:
template<c l a s s TreeA , c l a s s TreeB>
s t r u c t O v e r l a p T e s t e r {

bool operator ( ) ( c o n s t TreeA& a , c o n s t TreeB& b )
{

re turn O v e r l a p D e t e c t i o n : : o v e r l a p s (
a . b o u n d i n g O b j e c t ( ) , b . b o u n d i n g O b j e c t ( ) ) ;

}
} ;

Next, we implement a function to receive the list of types
of trees we’re interested in and perform all pairwise combi-
nations of types from that list, at compilation time. Each
pair fully defines an OverlapTester functor. If a particular
pair doesn’t follow the OverlapDetection convention, the
OverlapTester can be trivially specialized. As long as this
specialization is visible to the compiler it’ll choose it when
forming the specialized pair from the typelist.

3. Conclusions and Future Work

By our initial evaluations the time spent finding the ap-
propriate method to dispatch takes up to 10% of the overall
intersection process in the worst case. The scene in figure
1 reaches about 400 full intersection processings per sec-
ond on an standard Athlon X2 3800+ with both models at
around 3 thousand triangles. A next step is to compare this
implementation with a more traditional approach and locate
the source of the overhead.

We believe the idea of generic functor matrices can be
expanded beyond the double-dispatch case. Any time a new
kind of operation has to be performed on a BoundingTree
a matrix can be employed instead of further extending the
basic BoundingTree contract to support new dependencies.
For example, employing bounding trees for Raytracing[4]
would require line segment-bounding tree intersection tests.
A matrix for such an application could have one row for
each BoundingTree subclass, and the LineSegment class for
its single column.
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Abstract

Content distribution in a page designed for printing is a
difficult task performed by human editors. There are appli-
cations and tools to help the editor in this task, but it is still a
manual, iteractive process that is made more difficult when
content is distributed in columns, as is the case of news-
papers. This work describes an algorithm to automatically
distribute content in a printable page. Our implementation
tries to use all the page, dividing it among the items to be
placed according to their area.

1. Introduction

One of the problems in the design of magazines and
newspapers is to distribute elements on a page. A designer
is responsible for creating the page layout, distributing ele-
ments to achieve some degree of aesthetic quality. To reach
a high-quality final result, that professional usually edits the
layout several times, changing the news positions and for-
mat. There are tools to help the designer to format the page
layout, but these tools do not generates the layout automat-
ically and only support human intervention.

A typical bisection algorithm is an algorithm that repeat-
edly divides an interval in half and recursively processing
both halves. Here, such an algorithm is used to distribute
elements into a page, a task that will help many areas of
digital publishing. Besides document designers, common
users may also produce printable pages with a RSS feed
content or pictures.

Jacobset al. [3, 5] present an algorithm to generate lay-
out automatically, using templates to guide the layout con-
struction. Harringtonet al. [4] propose a genetic algorithm
to distribute elements on a page, but the computational cost
of a genetic algorithm is very high for massive production.
The distribution of photos on a page was researched by
Atkins [1]. Another solution for this problem using genetic
algorithms was presented by Geigel and Loui [2].

The main goal of this work is to describe and present
results of an algorithm to automatically distribute elements
into a page. This algorithm was developed as part of the
APL (Automatic Page Layout) project. The current version
is able to produce documents akin to newspapers covers. In
our case, a user selects some news and pictures to be placed
on the page and the algorithm distribute these elements. The
remaining of the poster is organized as follows: the algo-
rithm and the obtained results are described in Section 2;
future work and conclusions are presented in Section 3.

2. The APL project

The main goal of the APL Project is to develop ways of
distributing content automatically on a page. In our algo-
rithm, the elements of a page are news, pictures and groups
of such elements. News are composed by a title, the con-
tent text and optional attributes, such as author or the page
number to the full news. Pictures are placeholders for an
image or picture, and groups are used to aggregate them.
For example, a group of two images and a piece of news
will have its elements placed together, either side by side or
one above the other, thus keeping elements organized.

The algorithm is based on a divide and conquer strategy:
it receives the page width and height and a list of elements
to be placed, and through consecutive bisections it divides
the page area into regions, trying to allocate the required
area of a news into this region. In our case, bisection is
made by a horizontal or vertical line dividing a region into
two new regions and, similarly, the list of elements are also
divided. We can see an example of the defined regions for
some news in Fig. 1a and 1b. In these figures, we have
used the same news and only the number of columns was
changed.

The algorithm tries to keep the elements in reading or-
der (as given by the input sequence), from the top left to
the bottom right. This strategy reduces the amount of pos-
sibilities to be examined and also reduces the surprise of
the user, as news are not placed randomly. The first tests

27



Figure 1. Specified regions in a page (a) with
4 and (b) with 6 columns.

were executed, automatically generating newspaper covers,
the content were pictures and news. We have high-quality
results in a short processing time. Fig. 2a shows an example
of a generated newspaper cover that has as input four news
and three pictures.

Our algorithm can be used to produce pages from RSS
feeds. In this case, most of news are short and have a link to
the full news or other related pages. Another peculiarity of
RSS feeds is that usually there are no pictures. An example
of a cover generated from RSS feeds is shown in Fig. 2b.
Finally, as in Fig. 3, our algorithm can also place pictures,
images or photos on a page.

Figure 2. Examples of generated pages (a)
from newspaper content and (b) from RSS
feed.

The project is being developed using Java as the main
programming language. The input file to the algorithm is an
extension of XML obtained by converting RSS feeds and/or
Wiki formats into our XML extension. The program can
generate different outputs, such as PDF, LATEX and dvi.

Figure 3. Generated page with pictures

3. Conclusions and Future Work

This poster presents a new algorithm to distribute con-
tent automatically in a printable page divided into columns,
preserving reading order and taking into account the area
of each news. Future works include finishing the prototype
to make it available for tests and evaluation; extending the
page layout from one to several pages and the development
of a user interface for simpler use.
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Abstract

Brain fiber tracking allows a neurosurgeon to find fiber
bundles in any region of the human brain, rendering it a
useful aid to preoperative planning. However, this process
requires a significant amount of computation, which limits
the interactivity of current applications. We show how exe-
cuting this process on graphics processing units can signifi-
cantly improve the user’s experience by computing the fiber
tracts in real time.

1. Introduction

Brain fiber tracking [2] is a computational procedure
which finds the fiber bundles in a patient’s brain, thus allow-
ing a neurosurgeon to make a better preoperative planning.
Implementations of fiber tracking have to cope with a great
amount of mathematical operations, and for that reason they
are typically slow at finding the fiber tracts, resulting in a
poor interactive experience.

We have previously shown how fiber tracking can be
run on the graphics processing units (GPUs) of computers
[1] using the Cg language. The speed obtained by execut-
ing fiber tracking on GPUs has enabled us to consider an
approach to fiber tracking that was not previously possi-
ble: find new fiber tracts whenever the volume of interest
is dragged by the user or when fiber tracking parameters are
changed. While the approach itself does not imply the use
of GPUs, they provide the computational power required
for a reasonable frames per second rate. This differs from
previous work by the way fiber tracking is experienced by
the user, who previously had access to a static environment,
where the dragging of volumes of interest did not cause the
fiber tracts to be updated in real time.

In this paper, we show how this higher level of interac-
tivity can be achieved by executing fiber tracking on GPUs
by means of the CUDA (Compute Unified Device Architec-
ture) technology [3]. We compare the interactivity obtained

by the execution of fiber tracking on the GPU and on the
CPU (central processing unit) by measuring the frames per
second (FPS) rate obtained with both implementations.

2. Fiber Tracking with CUDA

CUDA is a set of technologies recently introduced by
NVIDIA with the aim of making it easy for developers
to write GPU programs. It provides a C compiler with a
few extensions and a relatively simple API (application pro-
gramming interface) for interacting with the GPU. This is a
progress over previous models, which had domain-specific
languages and typically required the use of complex combi-
nation of APIs.

The process of fiber tracking, which in our approach is
executed on the GPU, works by looking for fibers at each
of a set of seed points, typically a few thousand. Each fiber
consists of a set of line segments, and each of these points
is calculated by the fourth-order Runge–Kutta method. De-
spite the great amount of computation involved in finding all
points for each fiber, they can be determined independently
from each other. Thus, the fact that fiber tracking entails a
big amount of complex calculations and high level of data
parallelism makes a GPU implementation very attractive.

All fibers are located by the GPU, but they are displayed
on the screen by our radiological workstation running on the
CPU, that is, the CPU is responsible for the actual visual-
ization of data, whereas the GPU generates raw results. Ul-
timately, however, the CPU will delegate at least part of the
rendering process to the GPU, though in an indirect manner,
i.e., with no direct access through CUDA.

The workstation employs a two-phase fiber rendering
strategy. While the user is dragging the volume of interest,
fibers are shown as simple lines. When the user releases the
mouse button, all fibers are immediately rendered as cylin-
ders, which provides for a better visualization of the fibers.
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Figure 1. Results of fiber tracking being explored. The white lines define the limits of a volume of
interest from which fiber tracts are determined.

3. Results

Although our current CUDA module is not as fast as
our previous Cg implementation, it shows promising re-
sults. Figure 1 shows two screen shots of a fiber track-
ing exploration session. To better assess the level of in-
teractivity achieved by our approach, please visit http:
//www.lapix.ufsc.br/videos/, which contains an un-
cut video showcasing the features of our approach. All ex-
periments were run on a desktop computer, with an Athlon
64 3500+ processor, 2 GB of RAM and a GeForce 8800
GTS video card.

In order to estimate how fast our fiber tracking applica-
tion is, the following method was used: A cube of dimen-
sions 10 mm × 10 mm × 10 mm is centered at the bottom of
the volume and then swept to its top in a total of 100 steps,
as though the user were dragging the cube. The number
of seeds within the volume is 20 × 20 × 5 = 2000. After
each move, fiber tracking takes place and the new trajecto-
ries are displayed, thus effectively rendering a new frame
on the screen. At the end of the process, the mean and min-
imum rate of frames per second (FPS) can be found.

Table 1 shows results of this experiment for the GPU
and the CPU. The GPU was more than 10 times faster than
the CPU on average, and more than 16 times faster on the
worst case. Qualitatively, this means the GPU gives the user
a better level of interactivity, which we expect to be further
improved as GPUs continue to outperform CPUs.

Table 1. Mean and minimum frames per sec-
ond obtained on both the GPU and the CPU.

Mean FPS Minimum FPS
CPU 0.99 0.43
GPU 10.56 7.03

4. Conclusion and Future Work

GPUs enable fiber tracking application to take on a new
level of interactivity. The user’s experience shifts from a
limited and slow process to a real-time, highly interactive
exploration of a patient’s brain. We expect to further im-
prove the results obtained so far and to find new ways to
take advantage of the GPU’s processing power.
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Abstract

This work consists of extending the rigid body simula-
tion method presented by Harada [3]. Firstly, the Newto-
nian formulation is replaced by impulse based physics [2].
Secondly, deformable body simulation is achieved by using
two different approaches: non-zero volume objects are han-
dled by an adapted meshless shape matching technique[5],
whereas objects such as cloths and ropes are simulated us-
ing Jakobsen’s approach [4].

1. Introduction

Physically based simulation of rigid and deformable
bodies has been intensively researched during the last
decade. The idea is to obtain a fast and realistic, although
not (in general) physically correct, animation. Its main area
of application is in entertainment, such as animation films
or computer games.

In this work we propose a unified physically based sim-
ulation technique, which supports many kinds of objects:
rigid, deformable with volume, cloths and ropes. Since all
objects are represented by particle systems, they share the
same collision detection engine. Further, collision response
is computed by integrating collided particle reaction forces
for inferred displacements.

2. Collision detection

As described in [3], objects are represented by particle
sets, where each particle is a sphere with small diameter.
Thus, the collision detection process essentially detects col-
lisions between small spheres. Complex objects can be han-
dled by employing a voxelization method in order to place
particles onto the object boundary (see the figure 1).

Figure 1. Discretizing the boundary of a complex
object.

3. Collision response

Once all colliding particles are determined, Harada esti-
mates the forceFB and torqueτB that will be applied to a
given bodyB by adding up all contributions computed for
its associated particles, i.e.,

FB =
∑

i∈B

fi τB =
∑

i∈B

ri × fi,

whereri andfi are the relative position and the force of par-
ticle i respectively. In contrast, we employ a slightly differ-
ent formulation, using impulses for collided particles asso-
ciated with rigid bodies. Applying an impulse at a collided
point (the midpoint between two collided particles) changes
the linear and angular velocities of the body according to

v
′

= v + J/m

ω
′

= ω + I−1(r × J).

For a particle associated with a deformable object, rather
than submit it to a force or impulse, the particle is merely
pushed to a non-colliding state.

4. Integration

Once the new states of colliding particles are computed,
a new state for the object to which they belong must be es-
timated. This is done by integrating all particle contribu-
tions. For rigid bodies, the integration follows the approach
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of Guendelman et al. [2]. In the case of deformable objects
with volume, we use the meshless shape matching tech-
nique presented by Mueller et al. [5], which uses a semi-
implicit integration method (Figure 2 illustrates collision
response for both rigid and deformable bodies). Cloths and
ropes are simulated using the Jakobsen method [4], which
uses a Verlet integrator supported by a constraint relaxation
scheme.

(a) (b) (c)

Figure 2. A collided state (a) and the state after col-
lision response for rigid (b) and deformable bodies
(c).

5. Preliminary results

Our prototype is implemented using C++ and
OpenGL/GLSL. Some results are shown in the fig-
ures 3, 4 and 5. In the examples, we use deformable cubes
with 386 particles, bunnies with 402 particles, cloths with
625 particles and each domino piece has 15 particles. All
the examples run at interactive rates.

Figure 3. Three deformable cubes in contact.

6. Conclusions and future work

As shown by Harada, the method can be executed en-
tirely in GPU by storing particle data in textures. Since
modern GPUs support 4096x4096 textures, thousands of
objects can be simulated. Since our current prototype is
still CPU programmed, our next step is to reimplement it in
GPU using the CUDA [6] technology..

The particle-based method works well for small time
steps. On the other hand, fast moving particles or large time

Figure 4. A Cloth falling on top of bunnies.

Figure 5. Simulating a domino configuration.

steps may lead to an ill-conditioned simulation. We are cur-
rently at work trying to improve the collision detection pro-
cess in order to support larger time steps and objects with
different particle sizes by adapting the technique presented
by Le Grand [1].

Notice that although objects are represented by coarsely
geometry for quick collision detection, rendering can be
performed using more detailed representations. Our pro-
totype, at this time, does not support interaction with fluids
yet, but the extension is natural.
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Abstract

We propose a technique for painting 3D models based
on a rendered image of the model and a 2D map of normal
vectors. Texture generation and coordinate mapping is then
produced on-the-fly, making it possible to paint in broad
strokes or in small detail. The minimalistic requirements
of this technique make it suitable for painting both regular
meshes and point-based models.

1. Introduction

Most 3D painting systems follow the so-called UV-
mapping paradigm. Thus, they require an initial step where
an “unwrapping” map of the model surface is established.
This is then followed by mapping the user’s painting strokes
on the obtained flattened canvas. Such a system is heavily
dependent on the quality and resolution of the unwrapping
map which ideally should contain as little angle distortion
as possible [2]. The map should also minimize the extent
of the texture seams which will be responsible for discon-
tinuities on the map. Another problem is the fact that the
method is not concerned with the areas of the model which
will actually be painted: the texture resolution is fixed once
the unwrapping map is established, making it hard to paint
small detail in some parts of the model without making the
texture bigger as a whole.

In this work we follow the ideas of the Chameleon sys-
tem [1], where textures and maps are created dynamically,
and only for affected parts of the model. Given a view of
the model, the artist paints it as though it were a regular 2D
canvas. Only after the view is changed – rotating or moving
the model, for instance – is the painting transformed into a
texture and a corresponding map.

2. Painting Interface

The painting interface is similar to that of other 3D paint-
ing systems. A 3D model is loaded and rendered, after
which the user chooses a color for painting. The painting
strokes are realized with the aid of a 3D cursor in the shape

Figure 1. Views of a model painted with our system.

of a regular polygon with size and number of sides specified
by the user. The location of the 3D cursor is specified with
the mouse, but its projection on the screen follows the cur-
vature of the model. By clicking and dragging the mouse
over the model, the parts of the model traveled by the 3D
cursor have their color changed. These paint strokes are in
fact drawn on a temporary buffer which will later be used to
build a proper texture.

Despite the fact that no texture is generated at this stage,
the user is shown a proper visual feedback by recomput-
ing the illumination function of the screen pixels modified
by the painting (see Figure 1). In order to compute the 3D
cursor projection and the illumination function, a Normal
Buffer is used, that is, a buffer which associates a normal
vector with each color buffer pixel. The Normal Buffer also
makes it possible to distinguish background pixels from
pixels covered by the model (see Figure 2).

3. Texture Generation

Once the model view is zoomed, rotated or translated, a
new texture is created containing all paint strokes input by
the user since the previous view change. This corresponds
to (1) a texture image and (2) a set of texture coordinates
which will be assigned to the affected model points.
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Figure 3. Drawing texture passes: (a) input model for paint stroke, (b) points of affected area, (c) bounding box of
new stroke, (d) expanded bounding box containing all points related with the stroke, (e) critical points (green) possibly
associated with more than one texture, (f) model with new stroke.

Figure 2. Normal Buffer.

The texture image should contain not only the newly
painted strokes, but also the background pixels in the neigh-
borhood of the painted areas. In fact, the texture image cor-
responds to all color buffer pixels inside a bounding box
B large enough to contain all strokes, plus a safety mar-
gin. This safety margin is the maximum edge length in the
case of a mesh model, or the maximum distance between
neighbor samples in the case of a point-based model. For
efficiency considerations, texture images are not handled
individually, but rather copied as patches in a large texture
atlas. This, however, makes it necessary to adopt some sort
of management of the atlas space such as the one proposed
by Igarashi [1].

For a point of the model to be assigned a new set of tex-
ture coordinates, it must satisfy the following conditions:
(a) it must be visible in the current view, and (b) it must fall
inside bounding box B. The selection of these points is per-
formed with the aid of an Id Buffer, which maps screen pix-
els to model points. Notice, however, that a given point may
participate in more than one texture image. This may occur
for vertices close to the border of B. As a consequence,
drawing the textured model may require several passes (see
Figure 3).

4. Point-based rendering

As explained above, the system uses two auxiliary
buffers (Normal and Id) which must be supplied along with
a rendered view of the model. Although these could be eas-
ily obtained for regular mesh models, our proof-of-concept
prototype implements texture painting on point-based mod-
els. This is accomplished with the help of the point-based
renderization technique described in [3].

5. Conclusions

Although model rendering is mostly implemented in
GPU, the texture painting algorithms are still processed
entirely in CPU. We are currently at work implement-
ing a better-performing prototype where texture painting is
mostly implemented in GLSL, like [4].

An important topic not addressed by Igarashi is that of
texture patch reuse. We are experimenting with an algo-
rithm for counting texture patches in which each point par-
ticipates and eliminating unused patches.
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Abstract

Point-Based representation became a popular alterna-
tive to polygonal meshes for representing 3D geometric
models. 3D photography and scanning systems acquire the
geometry and appearance of real-world objects as point
samples. In this work we present a method for efficiently
creating a hierarchical multiresolution structure for point
models. A variant of the octree is used to partition the
space, while the merging of samples is driven by two error
metrics.

1. Introduction

Point Based representation has been proposed as an alter-
native to polygonal meshes (usually triangular) for 3D sur-
faces, offering a number of benefits [2]. One of the main ad-
vantage of discrete point primitives over polygonal meshes
is the lack of topological information; only a set of points,
with additional attributes such as normal and color, have to
be stored and processed. This allows for a simple and com-
pact representation, ideal for efficient rendering and editing.

Today’s technology for 3D surface acquisition has
reached sampling densities that makes interactive visualiza-
tion of the acquired data sets a difficult task[5]. With the
increase of scene complexity, projected triangles become
smaller than a single pixel. In this case, triangle based scan-
line rendering wastes time in superfluous sub-pixel compu-
tation. Level of detail (LOD) methods [3] can remove such
tiny geometric details dynamically, but at the expense of a
large CPU load for on-the-fly tree traversal and retriangula-
tion. However, the enormous processing power of modern
graphics hardware is underused.

2. Space-Partitioning Hierarchy

The multiresolution point representation used is a point-
octree, which partitions the space adaptively according to
the sample distribution (data driven), rather than regularly
in space (space-driven), such as region-octrees [4].

Figure 1. Merging splats

Each leaf node Ln of the hierarchy H , contains a set of
k splats sc = {s1...sk}, while each internal node In has a
representative elliptical splat covering the extent of its chil-
dren. Elliptical splats were chosen over circular splats, since
the same of amount of surface can be covered with less
samples [2]. Furthermore, for efficient back face culling,
each In ∈ H also includes a normal-cone with semi-angle
θ bounding all samples in sc.

3. Merging splats

Given a set of splats where each splat has center ci and
normal ni, the new merged splat sm has center and normal
defined as [6]:

cm =

∑
i

|si| · ci∑
i

|si|
(1)

nm =

∑
i

|si| · ni∑
i

|si|
, (2)
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where |si| stands for the area of splat si. To compute the
extent of sm, we sample n (8 is enough) points pi

j on the
boundary of each splat si and project them to the splat plane
of sm. Then we apply principal component analysis (PCA)
to the set of points pi

j to find the main axis directions and
proper scaling.

4. Error Measures

A good error measure should be able to distinguish
smooth regions, that can be well handled by a single ellip-
tical disk, from detailed or boundary regions. To this end,
we use two error measures: a perpendicular error [1] and a
tangential error . The perpendicular error ep is the mini-
mum distance between two planes orthogonal to the node’s
normal, which define a region enclosing all children in the
node’s descendent leaves. The computation of ep is illus-
trated in Figure 2, and can be expressed as:

ep = max{ai + di} − min{ai − di} (3)

with di = ri

√
1 − (ni · n)2

ai = (ci − p) · n,

where ri is half the length of the major axis of si.
For the tangential error, sm and its respective children

are rendered offscreen in a small viewport. sm is first ren-
dered in blue, while its children are all rendered in red. The
tangential error et (Figure 3) is proportional to the ratio be-
tween the area in red and the total painted area. Specifically,
it is given by:

et = rm

√
nblue

nblue + nred
, (4)

where nblue and nred, represent the number of pixels with
the respective colors. If none of these two errors exceeds
a predefined threshold ε, the sm is rendered following the
approach of [1]. Otherwise the tree of its node decendants
must be explored .

5 Conclusion and Future Work

We present a multiresolution hierarchy for point samples
based on a space partitioning data structure, i.e., the point-
octree. Elliptical splats are created in each internal node

Figure 2. Perpendicular error

Figure 3. Tangential error

by analyzing the local surface properties. The two error
metrics are used to define which splats should be projected
for a given viewpoint, taking into account distance to the
eye as well as surface smoothness, i.e, finer resolution splats
along the silhouettes and detailed regions.

As future work, a more sophisticated partitioning refine-
ment shall be investigated, such as curvature driven meth-
ods. This will allow for a more coherent clustering based on
surface properties, instead of spatial distribution. Further-
more, the hierarchical data structure should only be used
to create the coarser resolution splats, while an array-like
structure that maps well to the GPU, should be used for ef-
ficient rendering. In addition, the perpendicular error can be
improved for elliptical splats, since it was derived for circu-
lar splats [1, 4, 5]. In this case, the error is overestimated
using the larger ellipse’s axis.
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Abstract

We describe a method for non-photorealistic, “artistic”
rendering of images that uses lines to depict fracture (or
crack) patterns based on image features. The method starts
by sampling the image with a set of points that is good for
stippling. These points are then used as vertices of a min-
imum spanning tree which guides the crack propagation in
image space.

Surface crack patterns occur on a variety of materials,
including glass, mud, and ceramic glaze. The generation of
realistic crack patterns on the surface of 3D objects can be
done with physically based methods [3, 4]. In this work, we
follow a non-photorealistic approach for artistic rendering
of images with crack patterns that are generated based on
image features.

Several recent papers have presented methods for repro-
ducing drawing art techniques (e.g., [5]). We considered the
reproduction of cracks as an artistic line position problem.
This approach is used by Wyvill et at. [6] and Mould [2]; in
their individual way, these authors interpreted fracture pat-
terns as lines or edges of some graph.

Our work is closely inspired by the work of Kaplan
and Bosch [1]. They developed a technique of non-
photorealistic image rendering using image point samples
and a continuous line between them: the solution of the
Traveling Salesman Problem on the set of point samples.

Here, we extended this method for drawing multiple
lines based on some set of image point samples. We aimed

to draw lines so that their distribution are similar to the de-
sign of a fracture. With this objective, our method connects,
in a simple way, the sample points as vertices of a mini-
mum spanning tree. This results in short edges for dark re-
gions and long edges for lighter areas. Thus, the tree edges
can represent the original gray levels by their concentration,
length, or thickness shown in a given region.

This method has produced interesting results for images
with relatively few gray levels. Not surprisingly, our tests
have shown that having good initial sample set is very im-
portant for good visual results [5]. However, our main con-
tribution is an unusual and artistic filter for digital image
reproduction.

As shown in the banner picture above, the method has
three steps: (1) generate a point sample of an image;
(2) connect the sample points with minimum spanning tree;
(3) create a crack pattern from the tree.

There are many methods for generating image points
samples. We used a sampling method by Centroidal
Vononoi Diagram such as the one by Secord [5] for the stip-
pling problem. This method computes good samples in a
short number of iterations.

The points are connected by an Euclidean minimum
spanning tree, which can be rendered directly or by render-
ing tree edges as corridors of variable width. Smaller edges
imply narrow corridors. This naturally controls the simu-
lation of area gray levels, because the perceptible effect of
near lines is the same effect of thick lines. In addition to
variable width, we can also add small disturbances to the
corridors.

37



Since this method is almost entirely based on the con-
struction of a minimum spanning tree, its implementation
is simple and has many options of algorithms with different
computational complexities, unlike the expensive TSP al-
gorithm used by Kaplan and Bosch [1]. However, the geo-
metrical construction needed for creating corridors is needs
a depth search in the original tree; this may interfere in the
method’s interactivity for large sample sets.

The figure above shows some examples of the artistic
effects achieved with the method. More results and details
on the method can be found at

http://w3.impa.br/~corbo/diss/

Our tests showed that good results can be obtained with-
out any image information besides an initial good sample
set of image’s density. On the other hand, the less points we
have, the more emphasized the fracture will be.

As a future work, we intend to create simulations to pro-
cess the growth (of fractures or plants, for example) in two
or three-dimensional objects, from arbitrary intensity maps.
We also intend to extend this technique for realistic render-
ing of 3D objects.

This work is part of the first author’s M.Sc. work at IMPA.
The authors are partially supported by CNPq. This work
was done in the Visgraf laboratory at IMPA, which is spon-
sored by CNPq, FAPERJ, FINEP, and IBM Brasil.
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