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Abstract

We propose a technique for painting 3D models based on a rendered image of the model and a 2D map of normal vectors. Texture generation and coordinate mapping is then produced on-the-fly, making it possible to paint in broad strokes or in small detail. The minimalistic requirements of this technique make it suitable for painting both regular meshes and point-based models.

1. Introduction

Most 3D painting systems follow the so-called UV-mapping paradigm. Thus, they require an initial step where an “unwrapping” map of the model surface is established. This is then followed by mapping the user’s painting strokes on the obtained flattened canvas. Such a system is heavily dependent on the quality and resolution of the unwrapping map which ideally should contain as little angle distortion as possible [2]. The map should also minimize the extent of the texture seams which will be responsible for discontinuities on the map. Another problem is the fact that the method is not concerned with the areas of the model which will actually be painted: the texture resolution is fixed once the unwrapping map is established, making it hard to paint small detail in some parts of the model without making the texture bigger as a whole.

In this work we follow the ideas of the Chameleon system [1], where textures and maps are created dynamically, and only for affected parts of the model. Given a view of the model, the artist paints it as though it were a regular 2D canvas. Only after the view is changed – rotating or moving the model, for instance – is the painting transformed into a texture and a corresponding map.

2. Painting Interface

The painting interface is similar to that of other 3D painting systems. A 3D model is loaded and rendered, after which the user chooses a color for painting. The painting strokes are realized with the aid of a 3D cursor in the shape of a regular polygon with size and number of sides specified by the user. The location of the 3D cursor is specified with the mouse, but its projection on the screen follows the curvature of the model. By clicking and dragging the mouse over the model, the parts of the model traveled by the 3D cursor have their color changed. These paint strokes are in fact drawn on a temporary buffer which will later be used to build a proper texture.

Despite the fact that no texture is generated at this stage, the user is shown a proper visual feedback by recomputing the illumination function of the screen pixels modified by the painting (see Figure 1). In order to compute the 3D cursor projection and the illumination function, a Normal Buffer is used, that is, a buffer which associates a normal vector with each color buffer pixel. The Normal Buffer also makes it possible to distinguish background pixels from pixels covered by the model (see Figure 2).

3. Texture Generation

Once the model view is zoomed, rotated or translated, a new texture is created containing all paint strokes input by the user since the previous view change. This corresponds to (1) a texture image and (2) a set of texture coordinates which will be assigned to the affected model points.
Figure 2. Normal Buffer.

The texture image should contain not only the newly painted strokes, but also the background pixels in the neighborhood of the painted areas. In fact, the texture image corresponds to all color buffer pixels inside a bounding box \( B \) large enough to contain all strokes, plus a safety margin. This safety margin is the maximum edge length in the case of a mesh model, or the maximum distance between neighbor samples in the case of a point-based model. For efficiency considerations, texture images are not handled individually, but rather copied as patches in a large texture atlas. This, however, makes it necessary to adopt some sort of management of the atlas space such as the one proposed by Igarashi [1].

For a point of the model to be assigned a new set of texture coordinates, it must satisfy the following conditions: (a) it must be visible in the current view, and (b) it must fall inside bounding box \( B \). The selection of these points is performed with the aid of an \( Id \) Buffer, which maps screen pixels to model points. Notice, however, that a given point may participate in more than one texture image. This may occur for vertices close to the border of \( B \). As a consequence, drawing the textured model may require several passes (see Figure 3).

4. Point-based rendering

As explained above, the system uses two auxiliary buffers (Normal and \( Id \)) which must be supplied along with a rendered view of the model. Although these could be easily obtained for regular mesh models, our proof-of-concept prototype implements texture painting on point-based models. This is accomplished with the help of the point-based renderization technique described in [3].

5. Conclusions

Although model rendering is mostly implemented in GPU, the texture painting algorithms are still processed entirely in CPU. We are currently at work implementing a better-performing prototype where texture painting is mostly implemented in GLSL, like [4].

An important topic not addressed by Igarashi is that of texture patch reuse. We are experimenting with an algorithm for counting texture patches in which each point participates and eliminating unused patches.
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