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Abstract. Shape representation provides fundamental features for many
applications in computer vision and it is known to be important cues for
human vision. This paper presents an experimental study on recognition
of mice behavior. We investigate the performance of the four shape recog-
nition methods, namely Chain-Code, Curvature, Fourier descriptors and
Zernike moments. These methods are applied to a real database that
consists of four mice behaviors. Our experiments show that Zernike mo-
ments and Fourier descriptors provide the best results. To evaluate the
noise tolerance, we corrupt each contour with different levels of noise. In
this scenario, Fourier descriptor shows invariance to high levels of noise.
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1 Introduction

Shape analysis is an important field of investigation that has been a subject of
intense research for decades, further reinforced in recent years by applications in
content-based information retrieval, human gait recognition, and medicine. Psy-
chological studies have suggested that shape provides fundamental information
for brain processing and are known to be important cues for human vision system
[1]. In images, shape is considered one of the most important visual attributes
to characterize objects. Large variations in shape, as well as varying scale, rota-
tion and noise make the representation of shape particularly challenging from a
computer vision perspective.

Several methods have been proposed in the literature and most of them
can be classified into two categories: contour-based methods and region-based
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methods. Contour-based methods explore boundary shape information. In this
category, the most common methods are chain code [2], curvature [3], Fourier
descriptors [4], and simple descriptors [1]. Though chain code and curvature
methods demand low computational cost, they are easily influenced by noise.
Otherwise, Fourier descriptor has low sensitivity to noise when low frequency
Fourier coefficients are used [4]. However, Fourier descriptor does not provide
local information as chain code and curvature methods.

Unlike the contour-based methods, region-based methods extract features
from the whole shape region. Different moments, such as Zernike moments [5,
6] and Legendre moments [7] have been demonstrated to achieve excellent per-
formance. Zernike moments has been suggested for shape description due to its
superiority over other moments functions regarding to the robustness to defor-
mations and noise [5].

This paper provides an experimental study of shape descriptor methods ap-
plied to mice behavior recognition, an important real-world application. This
application aims at helping experts to determine the drug effect used for the
medicine development and answering basic ethological questions [8]. Currently,
behavioral analysis is carried out by means of visual inspection, which is consid-
ered a laborious and time consuming task. In order to enhance this procedure, we
study automatic procedures through applying four shape methods (chain code,
curvature, Fourier, and Zernike moments) on real database of mice behaviors.
This database consists of four behaviors with similar contour characteristics,
presenting an interesting challenge for the recognition task. According to the
experimental results, Zernike moments and Fourier descriptors achieve the best
recognition performances for mice behavior recognition. Further, results show
that 20 descriptors seem to be sufficient to characterize the behaviors. More-
over, results from noised images show that Fourier Descriptor provides more
invariance for high levels of noise.

This paper is organized as follows. Section 2 describes the fundamentals of
the shape descriptor methods. In Section 3 experimental results and discussion
have been provided. Finally, Section 4 concludes the paper.

2 Shape Descriptors

In this section we give a brief overview of the methods employed in this work.
Before describing the methods, it is important considering that a parametric
curve c(t) = (x(t), y(t)) consists of points belong to the contour of binary objects.

2.1 Fourier Descriptors

Fourier is one of the most popular descriptors for shape characterization. The
basic idea of this method consists in applying the Fourier transform in a para-
metric curve. Initially, the complex signal u(t) = x(t) + j y(t) is obtained from
the parametric curve. Then the complex signal is expanded by a complex Fourier
series defined as



Comparison of Shape Descriptors for Mice Behavior Recognition 3

U(s) =
1

L

∫ L

0

u(t)e−j2πst/Ldt (1)

where L is the curve perimeter.

The FD(s) corresponds to the Fourier descriptors defined as FD(s) = U(s)
U(0) .

Some properties from these descriptors can be discussed. For example, the 0-th
component of U is associated with the centroid of the original shape. Moreover,
the descriptors are also invariance to geometric transformations as a consequence
of the properties of the Fourier series.

A useful property exhibited by this method is that the most of the contour
information is concentrated along the first coefficients, since they contain most
of the energy. Following this property, a feature vector with n features obtained
from the Fourier descriptor consists of the n descriptors from FD(s).

2.2 Curvature

Curvature has been identified as an important clue explored by the human visual
system. Since visual information is highly redundant, curvature plays an impor-
tant role in compressing information, such as straight line where the curvature
is null.

The curvature k(t) of a parametric curve c(t) = (x(t), y(t)) is defined accord-
ing to Equation 2.

k(t) =
ẋ(t)ÿ(t)− ẍ(t)ẏ(t)

(ẋ(t)2ẏ(t)2)
3
2

(2)

where ẋ(t) and ẍ(t) are the first and second derivative of x(t).
To extract useful information from k(t), a strategy based on Fourier is used.

Fourier series is applied on k(t) and then a feature vector of dimension n is built
with the n first coefficients. Since Fourier contain most of the signal’s energy
concentrated in the first descriptors, the strategy discussed above is useful to
remove redundancy.

2.3 Zernike Moments

The Zernike moments from a binary image can be calculated in three steps:
computation of radial polynomials, computation of Zernike basis functions, and
projection of the image on to the basis functions. The computation of radial
polynomials is defined according to Equation 3. Usually, the indexes n and m
are called order and repetition.

Rnm(p) =

(n−|m|)/2∑
s=0

c(n,m, s)pn−2s (3)

where

c(n,m, s) = (−1)s
(n− s)!

s!((n+ |m|)/2− s)!((n− |m|)/2− s)!
(4)
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Using the radial polynomials, Zernike basis functions are described in Equa-
tion 5. These basis functions are defined within a unit circle and since they are
orthogonal, there is no redundancy information between moments.

Vnm(p, θ) = Rnm(p)exp(jmθ), |p| ≤ 1 (5)

Finally, the Zernike moments of order n and repetition m over an image
f(x, y) with size N ×N is defined in Equation 6. The coordinates of the image
must be normalized into [0, 1]. Thus, the magnitudes of the Zernike moments
can be used as shape descriptors.

Znm = n+1
λN

∑N−1
x=0

∑N−1
y=0 f(x, y)V ∗nm(x, y)

= n+1
λN

∑N−1
x=0

∑N−1
y=0 f(x, y)Rnm(pxy)exp(−jmθxy)

(6)

where λN is a normalization factor related to the number of pixels in the unit

circle, pxy =

√
(2x−N+1)2+(N−1−2y)2

N , and θxy = tan−1(N−1−2y2x−N+1 ).

2.4 Chain Code

The Freeman chain code is a compact way to represent the contour of an object.
The method assigns an integer i, 0 ≤ i ≤ 7 for each point of the contour accord-
ing to its direction to a successor point. This representation is based on the con-
nectivity definition of neighboring pixels, usually 8-connectivity. The direction
of each movement is given by a vector vi ∈ {(1, 0), (1, 1), (0, 1), (−1, 1), (−1, 0),
(−1,−1), (0,−1), (1,−1)}. For example, consider an starting point s0(3, 3) and
a successor point s1(3, 4). The path from s0 to s1 is represented by the code 3
(s0 + v3 → s1).

In the chain code method, the contour of a binary object is represented by
a vector of codes. However, this strategy has two drawbacks: it depends on the
starting point and it is not rotation invariant. These drawbacks can be overcome,
for example, using Fourier transform. For this, the Fourier transform is applied
in the vector of codes and then, the n descriptors for the chain code method is
composed by the n first Fourier coefficients.

3 Experimental Results

This section presents two experiments that were conducted to evaluate shape
recognition. The first experiment is devised to compare the performance of shape
descriptor methods described in Section 2. In the second experiment, we analyze
the influence of noise on the classification task.

In order to assess the performance of the methods using real data, exper-
iments were performed using a database composed by images of mice. This
database consists of 4 types of behavior, namely curved horizontal, self-cleaning,
vertical and horizontal exploratory behaviors, each containing 50 images cap-
tured in an environment with artificial light. Each image was segmented using
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background subtraction technique [9, 10]. The types of behavior have similar
contour characteristics thus presenting an interesting challenge for classification
tasks. Examples of the database can be seen in Fig. 1.

(a) Curved hori-
zontal

(b) Self-cleaning (c) Vertical ex-
ploratory

(d) Horizontal ex-
ploratory

Fig. 1. Examples of the classes in the mice behavior database and its respectively
segmented images.

The training and the test routines were done using a 10-fold cross-validation
approach. For comparisons, we selected 4 classifiers that are popular in the data
mining community were used: Decision Tree - DT , K-Nearest Neighbor - KNN,
Support Vector Machine - SVM, and Radial Basis Function Network - RBF. We
considered the classifiers from WEKA 4 with default parameter settings.

3.1 Comparison of Methods

Fig. 2 provides a comparison of the shape descriptor methods for each classifier.
The horizontal axis is the number of descriptors and the vertical axis is the Av-
erage Correct Classification Rate (ACCR). From the figures, two observations
can be made: First, the ACCR did not significantly improve with more than
20 descriptors approximately, which indicates that most of the shape informa-
tion concentrates on the first descriptors. Second, Zernike moments and Fourier
descriptors achieved the best performance in the most of cases. Using KNN clas-
sifier, Zernike moments and Fourier descriptors achieved 89.90%(± 6.24%) and
85.93%(± 5.78%), respectively. With regard to the classifiers, KNN classifier
seems to provide the highest ACCRs, followed by the decision tree classifier. On
average (see Fig. 5(a)), the best result of 80.82%(± 6.98%) has been obtained
by the Zernike moments with 10 descriptors.

In order to evaluate the influence of noise, each contour of the database has
been corrupted with different levels of noise. Since we are interested in evaluating
shape descriptors and do not evaluate algorithms for contour extract, we decided

4 Weka data mining software: http://www.cs.waikato.ac.nz/ml/weka/
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(a) SVM
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(b) Decision Tree
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(c) KNN
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(d) RBF Network

Fig. 2. Experimental results for each shape descriptor method using four classifiers.

to insert noise only into the contour instead of inserting it into the image. For
all the points of contour, a Gaussian noise with mean 0 and standard deviation
σ ranging from 0.1 to 5.0 is added to the original point, according to Equation
7. To illustrate, Fig. 3 shows examples of levels of noise.

xσ = x+N(0, σ)
yσ = y +N(0, σ)

(7)

where (xσ, yσ) is the noised point, (x, y) is the original point and N(0, σ) is
a random number generated from the normal distribution with mean 0 and
standard deviation σ.

(a) Original (b) σ = 1.1 (c) σ = 3.7 (d) σ = 5.0

Fig. 3. Examples of level of noise.
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The results for the database with noised contour are shown in Fig. 4. The hor-
izontal axis is the level of noise σ and the vertical axis is the ACCR. As expected,
the ACCR decreases as the level of noise increases. Again, Zernike moments and
Fourier descriptors provided the best results. From the Fig. 5(b) which plots the
average from the classifiers, Fourier descriptors’ ACCR decreases from 75.04%(±
6.63%) to 70.85%(± 6.34%). On the other hand, Zernike moments’ ACCR de-
creases from 82.10%(± 6.75%) to 66.51%(± 2.31%). These results suggest that
Fourier descriptor method is more invariant to high levels of noise. Further, it is
found that the KNN classifier provided the highest ACCR.
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(a) SVM
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(b) Decision Tree
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(c) KNN

 54

 56

 58

 60

 62

 64

 66

 68

 70

 72

 74

 76

 0  1  2  3  4  5  6

A
C

C
R

 (
%

)

Level of Noise

Curvature
Fourier
Zernike

Chain Code

(d) RBF Network

Fig. 4. Results for the employed classifiers on the noised contours.

4 Conclusion and Future works

In this paper we have presented a comparative study of shape descriptors meth-
ods. Promising results have been obtained on mice behavior images of relatively
high complexity. Experimental results on this database indicate that Zernike
moments and Fourier descriptors provided better performance than curvature
and chain code methods. We also demonstrated how the noise levels affect shape
recognition. Results for this problem suggest that Fourier descriptor method is
more invariant to high levels of noise.
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(a) Average values over four classifiers -
original contours.
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(b) Average values over four classifiers -
noised contours.

Fig. 5. Average values for each shape descriptor method using four classifiers for orig-
inal (a) and noised contours (b).

Regarding future work, it is proposed the analysis of other region-based meth-
ods. Moreover, further research could be focused on investigating multiscale ver-
sion of the methods and the study of model selection criteria.
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