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ABSTRACT: This survey paper addresses some issues related to the application of computer vision techniques
to improve the welfare of people with special needs. The main problems and current work on topics like
sign language processing and wheelchair control will be presented. The paper also introduces an ongoing
project that aims at creating a free software environment that will include implementations of a large amount
of computer vision, pattern recognition and machine learning techniques, tuned to the problems related to the
digital inclusion of people with special needs. The software will also serve as an experimental environment,
where new techniques will be implemented, tested and compared

1 INTRODUCTION

Unfortunately, worldwide, up to date statistics on the
quality of life of people with disabilities are not avail-
able. However, a recent comprehensive survey on dis-
abled people situation in the United States revealed
some very important issues. According to this survey,
only 35 percent of adults with special needs are em-
ployed, 26 percent live in poverty and 21 percent do
not complete high school studies. All these numbers
are two or three times worse than for people with-
out disabilities (Krane and Hanson 2004), and proba-
bly represent an optimistic upper bound on the situa-
tion for most of the countries, particularly the poorest
ones.

The United States census also estimated, in 2002,
that 11.5 percent of their citizens had severe disability,
while 18.1 percent presented some level of disabil-
ity (Steinmetz 2006). The projection of these numbers
to the world population would give more than one
billion of people with some level of disability. Com-
puter based assistive technologies are emerging as an
important mean to improve communication, mobility
and self care abilities for people with special needs.
This paper focuses on computer vision based assis-
tive technologies and present current work with high
relevance to the problem of deafs and quadriplegics
social inclusion.

Besides the social justification for the researches
on computer vision based assistive technologies, the
problems faced in this area are specially challenging
and serve as testbeds for many computer vision tech-

niques. Usually, the systems must implement multiple
deformable objects tracking, in complex and moving
background, with noise and occlusions. In this pa-
per, two prominent problems will be surveyed: (1)
the automatic translation of sign language to written
language and (2) the control of a wheelchair using
face expressions and movements. Works on each of
this problems are presented in the next two sections.
A software specially devised to serve as a complete
environment for the development of human-machine
interaction systems based on computer vision is de-
scribed in Section 4. The last section is reserved for
discussions, conclusions and comments on emerging
research topics.

2 SIGN LANGUAGE RECOGNITION

Two important misconceptions are usually associated
to sign languages. First, sign languages are not uni-
versal. Estimates on the number of sign languages
around the world vary from 4000 to 20000 (Woll,
Sutton-Spence, and Elton 2001), and as it happens
with oral languages, they also present regional di-
alects and accents. Signs in sign languages are not
simple mappings from words or letters in oral lan-
guages. Sign languages have their own grammatical
structures, many of them without an oral language
analog, and which evolve naturally in a very sophisti-
cated, and not completely controlled way, in order to
optimize the use of body parts shape, movement and
spatial relation. Signs that correspond to alphabetical
digits do exist, however, they are only used in some



special cases, like in proper names finger-spelling.

As the mechanical movements of hands, face and
torso are much slower than the vocal tract control,
sign languages are highly dependent on context sen-
sitivity and a sort of multi-channel information trans-
mission in order to achieve the same speed, in com-
munication, as oral languages. Long sentences, in
spoken language, can be translated to short sentences
in sign language, by the parallel use of facial expres-
sions and different shapes and movements from the
right and left hand. Even the written representation of
sign languages is an open and challenging problem,
as current formal language theory is not appropriate
in this context (Huenerfauth 2005).

A sign language recognition system presents al-
most all of the most difficult and interesting prob-
lems in computer vision, as it requires real-time seg-
mentation, tracking and classification of multiple, de-
formable, self-occluding and non-linear moving ob-
jects. The first works on sign language recognition
focused on static hand shape recognition (Pistori and
Neto 2004), however, in the last five year, many im-
portant results on the recognition of complete gestures
and face expressions have been reported.

As it happens in speech recognition, hidden
Markov models are the most cited technique in ges-
ture recognition. In (Holden, Lee, and Owens 2005),
correct classification rates of 97% at the sentence
level, and of 99% at the word level have been re-
ported. The proposed system is based on hidden
Markov models, trained with 379 utterances, and
tested on 163 sentences from the Australian Sign
Language. A two stage classifier, combining hidden
Markov models and support vector machines were
tested on a very large vocabulary, with 4942 differ-
ent signs and 59304 samples of Chinese Sign Lan-
guage. An 89.40% correct classification rate was ac-
chieved, with the help of two cyber gloves and 3
space-position tracker, to circumvent the hands track-
ing problem (Ye, Yao, and Jiang 2004).

An attempt to achieve good generalization, with
fewer samples, has been reported in (Bowden, Win-
dridge, Kadir, Zisserman, and Brady 2004). In Bow-
den work, Independent Component Analysis, hidden
Markov models and high-level linguist knowledge
were combined to build a system that correctly recog-
nised 96.7% of 43 words from the British sign lan-
guage, using just 1 sample of each word for train-
ing and 200 for testing. This work also builds on the
assumption that the dominant hand convey most of
the information necessary to recognize the 43 words
tested.

Another dominant topic in sign language recogni-
tion is skin color based segmentation. Several differ-
ent color spaces, including HSV, normalized RGB,
YCbCr have been investigated in the construction

of both parametric and non-parametric skin color
models. Real time performance, with a position er-
ror from 0.8 to 1.8 pixels, for tracking hands in a
Thai Sign Language recognition system, has been re-
cently reported in (Soontranon, Aramvith, and Chal-
idabhongse 2005). The combination of image features
and information captured by accelerometers and data
gloves is also being explored, with increments of up
to 94.26% in tracking precision (Culver 2004).

In order to deal with accents from different sign-
ers, without recurrent to very large training sets, a
recent work has evaluated the application of some
adaptation techniques already in use in speech recog-
nition. In (von Agris, Schneider, Zieren, and Kraiss
2006), Maximum Likelihood Linear Regression has
been used to adapt the parameters of the underlying
hidden Markov model. Experiments using a test cor-
pus consisting of 153 isolated signs from British Sign
Language, performed by four signers, in a control en-
vironment, showed a relative improvement of up to
41.6% compared to the independent user baseline (no
adaptation).

Two of the most cited annotated test corpus, for
sign language investigation, are the Purdue’s RVL-
SLLL (Martnez, Wilbur, Shay, and Kak 2002) and
signstream, one of the most comprehensive collection
of annotated videos of American sign language utter-
ances, including images captured from different an-
gles and signers. An extensive survey of 156 papers
on sign language analysis can be found in (Ong and
Ranganath 2005).

3 WHEELCHAIR CONTROL

Many people, including paraplegics, quadriplegics
and elders, depend, permanently or temporarily, on
wheelchair for locomotion. The control of an elec-
tric wheelchair when joysticks are not an option, in-
cludes devices that can be driven by tongue (Struijk
2006) and forehead muscle contractions (Felzer and
Freisleben 2002). Computer vision, however, is be-
ing explored in the development of wheelchair control
mechanisms based on gesture, facial expression, head
movements and eye gaze. In this case, the users are
free of any mechanical contact and images captured
through cameras attached to the wheelchair are in-
terpreted and used to produce the driving commands.
Computer vision techniques, specially robotic naviga-
tion, are also being explored in the construction of the
so called intelligent wheelchairs, which can recognize
the environment to avoid collision and even drive, au-
tonomously, the user to some predefined places (Ono,
Uchiyama, and Potter 2004). This survey is focused
on the works that use images from the user face and
hand to generate commands to a wheelchair.

In a recent paper, the control of a wheelchair by
face movements has been explored. Multilinear dis-



criminant classifiers were trained to achieve 100% ac-
curacy in face detection. Head pose (turn left and turn
right) were estimated by support vector machines,
with linear kernels, acchieving a 95.7% correct pose
identification rate (Bauckhage, Kaster, and Rotenstein
2006). Matsumoto combined head motion, gaze di-
rection, blinks and lip motion information, captured
from a standard PC camera pair, to build a wheelchair
controller that has been tested in real situations. Face
detection has been implemented by template match-
ing of 3d facial model that included eyebrows, eyes
and mouth (Matsumoto, Ido, Takemura, Koeda, and
Ogasawara 2004).

The system proposed by Jia, in (P. Jia and Yuan
2006), uses nose pose estimation, by template match-
ing, to control the moving direction of the wheelchair.
Five face expressions, discriminated using an algo-
rithm that combines Adaboost and Camshift, work-
ing on Haar-like features extracted from the face
image, were used to supply additional controls to
the wheelchair, like stop and start moving. Track-
ing was implemented using the mean shift algorithm
in the hue space. Only one, out-of-the-shell web-
camera, were used as the image capture device. The
problem of wrong command interpretation, when the
user makes fast head movements in response to some
external stimulus, has been tackled in (Kuno, Mu-
rakami, and Shimada 2001). The system distinguishes
among slow and fast head movements and includes
pedestrian recognition to avoid collision.

4 SIGUS

No general method can solve all the problems dis-
cussed in the last sections and the success of some
algorithms and techniques are usually task depen-
dent and demands a hard work in parameter fine tun-
ing. The SIGUS platform ! is a software environ-
ment intended to aid computer vision investigators
in building and testing systems tuned to the problem
of machine-human interaction using corporal expres-
sions, including hand gestures, face expression and
eye-gaze.

The platform is built upon two mature open source
libraries, the ImageJ (Abramoff, Magelhaes, and Ram
2004; Rusband 2006), for digital image processing
and the Weka (Witten and Frank 2005), for machine
learning. These two packages were extended with
new features and integrated to some other libraries,
like randomyj, for random number generation (used in
Monte Carlo based approaches), mical, for grammar
induction and jama, for linear algebra routines. Inte-
gration of the SIGUS platform to the Scilab pack-
age (Pires and Rogers 2002; Gomez 2006) is also un-
der development.

Training datasets with thousands of images and

Thttp://www.gpec.ucdb.br/sigus

tools to help annotation and ground truth generation
are also part of SIGUS platform. The datasets will in-
clude images from hundreds of different gestures and
sentences of Brazilian sign language, taken from per-
sons with different skin colors, ages, signaling skill
levels, in different environments (office, classroom,
outdoor, etc) and illumination setup (natural, incan-
descent lamps, fluorescent lamps, etc). A face ex-
pressions and head movements dataset is also being
created, with images taken from cameras attached to
wheelchairs, in a large variety of environments and
with different persons.

Ground truth sets are being generated to test seg-
mentation, feature extraction, dimension reduction,
tracking and classification algorithms in real situa-
tions. Different metrics and dissimilarity measures to
be used both in performance comparison and by dis-
tance based algorithms, are being implemented, in-
cluding Hausdorff, Chebyshev, Bhattacharrya, Chi-
squared, Kullback-Leibler Divergence, Mahalanobis
and Earth mover distance.

Several skin segmentation techniques are already
available in the platform, including the ones based
on mixture models, Gaussian models and some
non-parametrics models. The platform also imple-
ments adaptive background segmentation, particle fil-
ter based tracking and via Weka, a great variety of
supervised learning techniques, including state-of-art
support vector machines and radial basis networks.
Hidden Markov models, for sign language recogni-
tion, are also available. Most of the implemented al-
gorithms presents graphical counterparts that can be
used to monitor its execution in real time and to adjust
parameters. For instance, in particle filters tracking, it
is possible to monitor, in a intuitive graphical manner,
the number and weights of the particle set.

Figure 1: Example of an application created using SI-
GUS platform: a drum, for quadriplegic people, that
can be played by face movements
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Figure 2: Example of an application created using SI-
GUS platform: a drum, for quadriplegic persons, that
can be played by face movements

Figure 1 illustrates a software created using SIGUS
platform. In this software, the user can associate dif-
ferent visual sign (face expressions, face movements
or hands configuration, for instance), to each piece of
a virtual drum. After a calibration and training phase,
the virtual drum can be played without any direct con-
tact to a mouse or keyboard, just by reproducing face
or hand configurations in front of a standard webcam,
positioned in front of the user. An alphabetical edi-
tor, that translates sign language hand configurations
to letters and digits, is another example of a software
prototype available with the SIGUS platform (Fig-
ure 2).

5 DISCUSSIONS AND CONCLUSIONS

This paper presented an overview of some recent
work related to the use of computer vision techniques
to improve human-machine interaction for people
with special needs. A new free software platform, not
intended to be just another general purpose computer
vision package, but a development environment tai-
lored to the programming and testing of systems for
people with special needs were also presented.

The two problems presented in this paper, namely
the sign language translation and wheelchair control
have been investigated in other areas than computer
vision, in systems based on another kind of sensors
and devices. An important future work is the cre-
ation and application of new methods to compare
the performance of systems based on very different
technologies, like computer vision, electroculogra-
phy (Williams and Kirsch 2005) or electroencefalo-
gram (Kauhanen, Nykopp, Lehtonen, Jylnki, Heikko-
nen, Rantanen, Alaranta, and Sams 2006) based
wheelchair control. There is also a great need for
benchmark datasets. Authors usually report correct
classification rates that cannot be mutually compared,
as the testing assumptions are too different.

An important criticism to the work of many com-
puter scientists that deals with systems for people
with special needs is the lack of a more consistent

and methodical interaction and participation of the fi-
nal users during research, development and testing.
Fehr (Fehr, Langbein, and Skaar 2000) experiments
with some systems prototypes showed that many of
the proposed human-machine interfaces, supposed to
be aimed at people with special needs, presented seri-
ous problems of usability.

Another problem, not explored in this paper, that
is being tackled using computer vision techniques,
is vision-tactile substitution. The problem consists in
translating the images captured from a camera, usu-
ally installed in sun-glasses, to a low-resolution ma-
trix of tactile stimulators. In the most common ap-
proach, a matrix of electrodes is attached to the body
of a blind person, usually in a place with high tactile
sensibility, like the tongue, the belly, the fingertips or
the forehead (Tachi 2006; Tyler 2000). The processed
image or some high level information, extracted from
the scene (like a text or a number), is “printed” on the
skin of the blind, who can be trained to associate the
“printed” signs to visual information.
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