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Abstract—This paper presents an attribute reduction com-
parative study on four linear discriminant analysis techniques:
FisherFace, CLDA, DLDA and YLDA. The attribute reduction
has been applied to the problem of leather defect classification
using four different classifiers: C4.5, KNN, Naive Bayes and
Support Vector Machines. Results and analyses on the perfor-
mance of correct classification rates as the number of attributes
were reduced are reported.
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I. INTRODUCTION

Wet-blue is the name given to the bovine leather after
the first stage of the tanning process. The inspection of
this leather, usually visual, is crucial in determining the
destination of the leather and its price. A computer system is
being developed to automate this process, and in this paper
some preliminary results related to the attribute reduction
module of this system are presented. As class information is
available for this problem, this work concentrates on Fisher
Linear Discriminant Analysis (LDA) based approaches. In
previous studies, this problem also was shown to be prone
to the singularity in the inter-class spreading matrix, which
further let us to sharpen our choice of techniques that can
handle this problem.
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Figure 1. Examples of wet-blue leather defects: (a) scabies (b) ticks (c)
hot-iron marks and (d) cuts

The defect detection has been modelled as a supervised
learning problem, with 8 classes and 160 attributes. The
classes correspond to 6 types of defect, some of them
illustrated in Figure 1, one class for no-defect and another
class for the leather background. The attributes were selected
based on previous study and include co-occurrence matri-
ces, interaction maps, Gabor filter banks and two different

color space based approaches. Four attribution reduction
techniques: FisherFace, CLDA, DLDA and YLDA, and four
classifiers were evaluated. The results show that, for this
specific problem, a good trade-off can be achieved with only
24 attributes, CLDA reduction and C4.5 classification. A
91.47% classification rate was reached using this configu-
ration. The next sections present a brief literature review,
experimental setup, results, analysis, conclusion and future
studies.

II. LITERATURE REVIEW

Fisher Linear Discriminant Analysis (FLDA) has been
extended in many different ways during the last decades,
including approaches that enable non-linear analysis through
the use of the Kernel trick [1]. Kernel based LDA ap-
proaches have not been used in this work due to its inher-
ently high computational cost, when compared to the more
traditional approaches. In [2], the performance of CLDA,
DLDA and YLDA has already been compared; however, the
problem studied was face recognition.

The feasibility of FLDA for defect detection problems
that depends on texture analysis has been studied in [3].
Extension of FLDA that can handle singular covariance
matrices have also been compared in [4].

III. EXPERIMENTAL SETUP

The images used in this experiment were all taken in
real-world situations from Brazilian tanneries. Ground-truth
classifications of defective regions were provided by field
specialists. In total, 50 different wet-blue leather pieces,
from Nelore and Hereford cattle, were used to construct the
training and testing dataset. For each of the 8 classes: back-
ground, no-defect, hot-iron marks, ticks, open cuts, closed
cuts, scabies and botfly larvae, 2,000 samples, consisting of
a 40x40 pixel windows, were collected. From each sample,
160 texture and color based attributes were extracted: 12
from color (HSB and RGB space), 7 from Interaction Maps,
126 from co-ocurrence matrices and 15 from Gabor filter
banks. As for the classifiers, the default parameters for
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Figure 2. Correct Classification results for C4.5 (a), KNN (b), Naive Bayes (c) and SVM (d)

the C4.5, K-Nearest Neighbors (KNN), Support Vector Ma-
chines (SVM) and Naive Bayes implementations available
in the Weka [5] software were used.

Starting at 160, the attributes were progressively reduced
in 4% at a time, using each of the attribute reduction
techniques: FisherFaces, CLDA, KLDA and YLDA. A 3-
fold cross-validation approach, with two repetitions, were
used to produce correct classification rates for C4.5, KNN,
SVM and NaveBayes.

A. Results and Analysis

Figure 2 presents the correct classification rates (CCR)
results for each classifier. The largest CCR was 92.33%,
using 144 attributes, KNN and DLDA. Except for Nave
Bayes, all classifiers could reach CCRs above 90% using as
many as 96 attributes. Support Vector Machine performance
starts to degrade much faster than KNN and C4.5 and
presents better CCRs when coupled with CLDA reductions;
in contrast, the other two perform better when DLDA is
used. In all cases, except for Naive Bayes, Fisherfaces
and YLDA presented inferior results. With as little as 8
attributes, KNN and C4.5 could reach 90.34% and 89.69%
CCR, respectively.

IV. CONCLUSION

A comparison using four LDA reduction strategies and
four classifiers applied to the problem of wet-blue defect
detection was provided. The results pointed to better perfor-
mance of CLDA and DLDA, in keeping correct classification
rates as attributes were reduced. KNN reached the best
CCR, using both the maximum and the minimum amount

of attributes, in the test. However, classification times for
KNN are known to be much higher than C4.5, which could
justify the utilization of C4.5 for this problem. It is worth
noting that for the system under development, training time
is not as critical as the classification time. Future studies
include the comparison to Kernel based LDA and the use of
different attribute sets in order to measure how they affect
the results.
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